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I INTRODUCTION

A. Research Objective
The objective of this research is to investigate radar detection methods that exploit
a propagation phenomenology called polarization mode dispersion (PMD) for
enhanced radar detection performance and for long range target identification,
especially for targets in sea clutter. Performance is of particular interest for
monostatic topologies involving either low incidence or near-normal incidence
geometries and for bistatic topologies involving low-incidence geometries.

An important component of the research is to model polarization-related behaviors
of sea clutter that, as yet, have not been considered in literature, and that can be
used to develop and evaluate new methods for radar detection and characterization
of targets on the surface of the sea. The specific propagation phenomenology that is
to be exploited, PMD, occurs in propagation environments exhibiting both delay
spread and depolarization. PMD is manifested as a spread in the received signal
polarization state versus the signal frequency components in the radar returns. The
phenomenology is described in Section VI.B.

A rather large body of literature exists addressing characterizations of sea clutter
(see for example [1]{2][3][4][5][41][45][46][47] and references contained therein).
None that we have found appears to address or exploit PMD behaviors of sea clutter,
suggesting that a potential avenue for enhancing radar performance through PMD-
based detection modes remains to be pursued. We anticipate that PMD contains
new forms of intelligence that can be elicited from the radar returns and also may
enhance target detection. The goals of this work are to develop an understanding of
the polarization dispersion behaviors associated with radar sea clutter, to formulate
analysis models, and then to develop and evaluate preliminary PMD-based detection
algorithms and approaches that have potential to enhance detection and
characterization of targets on or near the surface of the sea. The work is also
expected to result in the identification of new techniques and methods that can be
explored more rigorously in future research and experimental efforts.

This report documents the work completed towards an investigation of the
exploitation of PMD in both forward scatter (e.g,, bistatic) and backscatter (e.g.,

monostatic) radar modes. Topics that are considered in this report include the
following:

e Background research describing channel modeling that led to observations of
PMD in RF propagation channels and that serves as a springboard for
characterizing PMD responses in radar applications.

* Seasurface modeling.



Polarization-sensitive electromagnetic (EM) characterization of the
scattering from the sea surface.

Prevailing polarization-based detection methods based on a modest
literature survey.

PMD response models that extend EM reflection characterizations.
Theoretical formulations for PMD are derived that augment the Sinclair
matrix representation for sea and target scattering to enable PMD-based
analyses. These formulations are used in conjunction with sea surface
models and electromagnetic wave scattering theory to estimate PMD-based
scattering responses from the collection of reflecting facets in a dynamic sea.

Use of the developed models to analyze reciprocity for bistatic
configurations.

Field experimentation over water to illustrate PMD characterizations from
changing surface water conditions. The trends from these latter
characterizations help substantiate the underpinnings of the forward- and
backscatter clutter response models of PMD used to evaluate PMD-based
target detection and target feature characterization at different signal-to-
clutter power ratio regimes.

Forward scatter and backscatter characterizations as a function of radar
system parameters. Radar system parameters, such as antenna directivity
and waveform time and frequency-domain properties are incorporated to
assess the impact of these parameters on target detection and identification.

Target response characterizations and associated models for PMD-based
analysis.

Development of detection algorithms and analysis of these detection
methods in sea clutter. The research involves theoretical/numerical
modeling and analysis. Signal processing approaches that leverage PMD
responses to achieve enhanced target detection (relative to conventional
single-polarization detection approaches) in a background of sea clutter are
developed and investigated. System performance is estimated through
numerical simulations that incorporate modeling of the sea state,
electromagnetic scattering, statistical modeling of the target and sea
responses, radar system modeling, characterization of the resulting PMD
responses, and target detection algorithms. These latter algorithms utilize
PMD to help isolate the target response from the clutter response using a
combination of space, time, polarization, and/or frequency dimensions.



e Development of target identification approaches, including attitude rate
detection, and analysis of these techniques when applied to simulated targets
in sea clutter.

* (Qualitative consideration of adaptive transmission techniques and PMD-
based wideband clutter suppression and their potential to aid target
detection.

Ultimately, this report documents the foundational work that we anticipate will aid
future analyses and experimentation associated with dispersion-based radar
techniques.

B. Motivation for Polarization-Based Systems
Prior research in communications-based channel modeling and experimentation has
led to an improved understanding of the polarimetric behavior of radio frequency
(RF) propagation channels. In particular, the polarization behavior in space-
polarization MIMO multipath channels has been characterized in new ways, eliciting
input-to-output characterizations describing PMD, leading to improved
understanding of antenna/channel correlations in space, time, frequency, and
polarization.

These advancements were based primarily on experimentation and modeling
performed on the Army’s Collaborative Technology Alliance program between 2003
and 2008, where a wide range of MIMO channel sounding experiments were
performed using different antenna architectures (arrays, dual-polarized antennas,
and space-polarization architectures) and in different propagation environments
(indoor, ground-to-ground; rooftop to ground; vehicle-to-vehicle on city surface
streets and on metropolitan interstate highways). The analysis of these
measurements led to insights on how to characterize the input-to-output
polarization behavior in multipath channels through the mechanisms of PMD and
polarization dependent loss (PDL).

More recently, the modeling of frequency-selective space-polarization channels has
been considered with the objective of characterizing MIMO channels to support the
analyses of MIMO systems communications energy efficiencies. This work led to
several publications [78][86][87][88][89] that propose a model form for space
polarization channels, propose a channel sounding method, demonstrate the ability
to estimate model parameters associated with signals obtained from channel
sounding, and finally show that the system performance from the estimated model
closely matches the capacity statistics associated with the actual channel.



As a consequence of these advancements, the exploitation of polarization behaviors
based on PMD is being considered for a number of RF applications. For example,
these channel properties have been leveraged in wideband interference suppression
[9][10], adaptive transmission approaches [49], and remote sensing applications
[50][53]. Based on the many ways that PMD can be leveraged, we anticipate that
polarization can provide new forms of intelligence to support target detection and
identification. In this research, we investigate how these concepts can potentially be
exploited to address target detection and ID in sea clutter.

Channel Statistics

One of the key reasons for considering polarimetric architectures is that the joint
channel response of a dual-polarized receiver will generally be different than the
response from single polarized systems, such as a copolarized array. As a
consequence, new forms of detection may be possible that cannot be achieved with
more conventional single-polarized architectures (including arrays) simply due to
channel and target response behavior. A review of past literature, described in a
later section, reveals that polarization is often leveraged through diversity
approaches, i.e, the transmit and receive polarizations are varied with the intention
of achieving good detection performance for at least one of the polarization pairs,
e.g, see [1]. However, more effective polarization detection methods are possible
that leverage the coherence between the signals received on the dual-polarized
receive ports. A compendium of several polarimetric target descriptors formed with
coherent processing and used in remote sensing is provided in [6] and [7]. These
target descriptors attempt to extract information from the received signal’s
polarization behavior and can be used to help classify targets as described in [6].
The models employ single-frequency Sinclair matrices, and thus do not directly
suggest approaches for frequency-selective target characterizations that are needed
to accommodate PMD representations. A body of existing work does consider
polarization characterizations at multiple widely spaced carrier frequencies. For
example, [8] cites a number of references that have considered multi-frequency SAR
to improve discrimination capability. These systems employ widely spaced
frequencies (e.g., P-band, L-band, C-band, etc.), but ignore the frequency dependent
polarization properties (e.g., polarization mode dispersion) embedded within the
received pulses at any one of the carrier frequencies. As yet, there does not appear to
be any work that analyzes PMD-based frequency-dependencies in radar, which highly
motivates the work being undertaken in this research program.

Advanced Capabilities

Integration of a dual-polarized architecture also opens the door for advanced signal
processing capabilities. Although detailed explorations of these methods are
beyond the scope of the current effort, they are mentioned to delineate additional



gains that may accrue through the adoption of polarization-based architectures.
This current effort considers 2x2 dual-pol systems. Future efforts will expand this
to 2x4 and perhaps to even 4x4 space-polarization systems.. The first potential
benefit of the MIMO architectures, is provision for wideband interference
suppression using polarization-frequency filtering. The effectiveness of this
approach has been demonstrated in Notre Dame’s polarimetric testbed on a DARPA
program to enable suppression of wideband interference based on the PMD
response of the interference source. The methods are described in [9] and [10]. The
ability to suppress interference based on the polarization response would suggest
the possibility of mitigating main beam clutter responses for improved target
detection. A further benefit of MIMO architectures is the potential for unique forms
of electronic support measures (ESM), electronic attack (EA), and electronic
protection (EP), where specific details of these methods could be discussed in an
alternative forum.

An additional benefit is its ability to engage in adaptive transmission techniques.
Adaptive techniques have been described for interference avoidance in
communications systems [11], and similar approaches are anticipated to have
benefit for radar systems to minimize the impact of sea clutter for one or more
range cells. For example, adaptive transmission techniques coupled with PMD-
based interference suppression can potentially be integrated to limit the impact of
sea clutter, including clutter returns that bleed through time-domain and frequency-
domain side lobes and those that occur within each range resolution cell.
Conceptually, such approaches require channel knowledge at the transmitter,
referred to as channel state information at the transmitter (CSIT), which can be
measured during a dwell. A subsequent transmission with precoding can
potentially be generated that provides improved resilience to sea clutter. The
coherence time of the channel will dictate the latency that can be tolerated between
channel state measurement and adaptive transmission for a given level of
performance.

Researchers in the past have considered relatively simplistic forms of adaptive
polarization architectures for communications [12][13]. These systems have
adjusted the relative power between transmitter polarization states to increase the
overall system performance, but they did not consider capability for arbitrary
polarization control or control as a function of the frequency components of the
transmitted waveform. Recently, more general adaptive transmission techniques
with full-polarization control versus frequency have been considered for
communications systems in the presence of channel impairments [11]. "Fully-
adaptive" refers to the ability of the system to achieve arbitrary polarization
(instead of merely being switched between a few states or adjusting only the
relative powers between transmit modes), where the polarization states are
controlled as a function of the frequency components of the signal. Adaptive



transmissions were used to either maximize the power transferred through the
channel on a subcarrier-by-subcarrier basis, or to control the PMD response at the
receiver, e.g,, for interference avoidance. The former approach is synonymous with
those proposed for conventional MIMO systems with link channel knowledge [14],
although in the case of dual-polarized architectures, polarization-frequency rather
than space-frequency characterizations are applied. The latter approach provides
unique methods enabling mitigation of signal via polarization nulling [15]. Both
adaptive approaches may have merit in radar applications to facilitate sea-clutter
mitigation and target detection.

Simultaneous Characterizations

A critical benefit of 2x2 MIMO polarization architectures is the potential to obtain
the full frequency-dependent channel matrix simultaneously at the receiver using an
appropriately designed transmit waveform. For example, assuming transmissions
with multiple orthogonal subcarriers (similar to OFDM), odd subcarriers could be
transmitted using V polarization, and even subcarriers could be transmitted using H
polarization. Channel estimates across all subcarriers can then be achieved through
interpolation. Acquisition of the full-polarization characterization opens the door
for efficient use of transmission resources to collect different forms of PMD, for
example using the HH and VV components (which is typically not available to
communications systems), and also HV and VH, which could be compared in
monostatic topologies to determine if a nonreciprocity (from a target) exists in the
returns.

This transmission approach has a secondary benefit that we believe is perhaps even
more important. The technique provides a means to “tune” the transmit
polarization via signal processing at the receiver, so that the receiver can generate
the received signal particular to any specified transmit polarization state. Moreover
this can be accomplished on a cell-by-cell basis without the need for CSIT. The
receiver would also retain its capability to utilize its MIMO degrees of freedom for
frequency-selective interference suppression. These processing concepts extend to
2x4 and 4x4 MIMO architectures that will be considered in future research.

I3

Space Constraints

A final motivation for employing polarization is the ability to achieve additional
receiver ports in space-constrained platforms, i.e., there may be limits on the
number of antennas (rather than receiver chains) that can be deployed due to
available space. One strategy for increasing system capability in this case is to
employ a dual-polarized antenna at each co-polarized antenna location, a strategy



that has been considered in communications systems [17][18][19][20], giving
additional capability without substantially increasing the antenna footprint.

C. Technical Approach
The specific technical objectives of the research articulated above are reflected in
the various milestones pursued in the research. The first major milestone was the
development of a time-varying sea surface model. Sea surface models of various
complexity were identified in literature, and from these we chose to employ models
based on the Weierstrass-Mandelbrot function to represent random surface
characterizations where the height variations are derived from a statistical sum of
multiple weighted waves with wave periods spaced by integer exponents of an
irrational factor. However, we use an alternative distribution to characterize wave
directions, one that is based on the von Mises distribution so that the mean wave
directions and their concentrations (ranging from highly concentrated directions
about the mean to isotropically distributed directions) are easily configured to
synthesize a surface roughness function.

Presently, the sea surface is divided into facets based on a uniform grid in the mean
plane (i.e,, the projection of the wave onto the x-y plane, where the z direction
corresponds to the wave height). Literature suggests that quarter-wavelength
gridding represents a reasonable balance between accuracy and computational
demands [54], and we employ comparable gridding strategies. Some of the primary
sea surface descriptors associated with the sea surface synthesis model include
wind direction, the mean wave direction, the distribution of the wave directions, the
number of waves (each with a different wavenumber), and the amplitudes of the
waves.

The next major milestone was to model the electromagnetic response reflected by
the sea surface in the propagation path between the transmitter and the receiver.
Initially, to accommodate polarization, the electric field was decomposed into
components that are parallel and perpendicular to the plane of incidence [40].
Using this approach, we employed theory based on Snell’s laws and assumptions
about continuity at the boundary layer to arrive at electric field values for the
orthogonally-polarized received signal components for both vertically and
horizontally-polarized transmit signals. Realizing that arbitrary transmission
polarization states can be represented as a complex weighting of these components,
the model can accommodate any transmit polarization state.

The model was then extended using Kirchhoff theory in conjunction with far-field
assumptions to arrive at the Stratton-Chu equation defining the far-field response
from surface integrals over each facet, and we followed developments primarily
from [38], [39], and [40]. The approach first involved reviewing perturbation



theory for rough-surface scattering, then scalar Kirchhoff theory, and then finally
vector Kirchhoff theory. Vector Kirchhoff theory is the final form currently
employed in our research, where the facets are assumed to provide a response that
is uniform across each facet. With this assumption, the key difference between the
initial Snell’s law formulation and the vector Kirchoff theory appears to be a cos 8;,,.
term in the denominator that accounts for a scaling of the facet area as a function of
incidence angle, 8;,. [39]. Technically, this factor could be integrated into the
former model to arrive at similar results under the assumption of facet responses
that are uniform across the individual facets. Generally, the Kirchhoff vector model
is easier to work with and offers greater flexibility if modeling details need to be
enhanced, and hence this is the chosen approach.

The current model supports monostatic and bistatic configurations. Responses for
low grazing angles and for normal incidence, however, need to be treated with care.
For example, assumptions associated with Kirchoff theory break down at low
grazing angles. We intend to rely on modifications that reflect empirical trends
reported in literature. For example, at low grazing angles, the amplitude response
from the clutter becomes quite bursty with high peak values that decorrelate over a
period of seconds. Thus care is required to represent these types of behaviors and
correlations (in time, space, Doppler, etc.) to encapsulate many of the trends that are
reported in literature from experiments. We also conducted a number of our own
experiments, first using a wave tunnel, and then across the lakes on the Notre Dame
campus.

Another milestone is the development of PMD responses from the EM reflections
impinging upon the receiver. In general, these responses are time-varying, not only
because of the spectral content of the radar signal, but especially due to the time
variations in the sea surface and their associated impact on the properties of the
reflected signals. PMD responses based on the EM responses have been integrated
into the numerical models along with a time-varying sea surface to produce time-
dependent PMD responses.

Another important milestone was to model the impact of the radar system
parameters, such as antenna directivity, radar waveforms, the transmit polarization,
and the carrier frequency. Given the sea clutter response models, a backscatter
response was formulated to integrate the impact of radar beam and waveforms on
the resulting PMD response in a radar resolution cell. We discuss the potential to
modulate the polarization/frequency behavior at the transmitter to elicit a full-
polarization characterization of the propagation channel. The forward scatter
response problem was also considered. This part of the research involved
consideration of a bistatic geometry involving spatially separated
transmitter/receiver locations.



A key milestone was the consideration of basic target detection and target
identification algorithms leveraging PMD. Candidate algorithms were drawn from
detection approaches being employed in other PMD applications, such as
vibrometry and spectrum sensing. Other novel algorithms were hypothesized and
identified for further consideration that are based on the clutter response behavior
trends observed in model simulations.

For target detection, we developed PMD-based detection algorithms and evaluated
their performance in both backscatter and forward scatter topologies. One example
of a detection algorithm involves the utilization of joint statistics in a background of
clutter versus a background of clutter plus a target. This approach is quite similar to
the approach taken in [37] for spectrum sensing applications. Goals of the target
detection study were to determine if PMD detection methods provide improved
performance relative to conventional pulse-Doppler radar detection. Another
approach that was identified by not evaluated involves the detection of
nonreciprocities in range cells, since some target features (e.g., those made from
ferrites) will introduce nonreciprocal behavior. We anticipate evaluating the

performance of this approach when experimental data are available to prove out the
methods.

For target identification, we examined the potential for sensing target features
based on time-variations in the PMD response. We considered possibilities of

interpreting PMD signatures for target characterizations, for example to detect
target attitude rates.

A final milestone was to qualitatively assess the feasibility of PMD-based clutter
suppression and to determine if this technology warrants additional study in future
efforts. Prior research funded by DARPA demonstrated the feasibility of wideband
signal suppression using frequency-selective polarization filters. The extent to
which such suppression is feasible for main beam sea clutter to improve signal-to-
clutter ratios was addressed on a qualitative level. Additionally, a qualitative
evaluation of adaptive transmission concepts was also considered. The purpose of
this latter task was to determine if adaptive technologies warrant additional
consideration in future research efforts. Given the ease with which monostatic
radars can measure the channel state, we fully anticipate that adaptive transmission
techniques could be particularly suited for these configurations especially for
tracking modes. A more general approach, however has been postulated based on
the use of simultaneous, separable orthogonally-polarized transmissions.

D. Organization of the Report
The report is organized as follows. In Section Il, background technologies are
reviewed that form an important foundation for the research. These include some



work associated with space-polarization channel modeling for wireless
communications systems, wideband polarization-based interference suppression,
and adaptive transmission. In Section IlI, sea state models are discussed and a
multiple-scale model is used to generate a time-varying sea state that incorporates
both large-scale and small-scale component waves. Section III also presents a
review of statistical characterization of clutter from rough surfaces drawn from
literature. Such surfaces may be characterized by a height distribution function and
a surface correlation function. The power spectra for several common surface
correlation functions are presented.

Electromagnetic surface scattering models are described in Section IV. The
development begins with a discussion of monochromatic wave scattering for the
scalar case using Kirchhoff theory, and is then extended to the vector case to
represent signal polarization and polarization-sensitive scattering responses.
Section IV also provides a review of statistics and trends specific to electromagnetic
signal reflections from sea clutter. Sea clutter behaviors as a function of sea state,
radar resolution, and grazing angle are discussed and an empirical model
incorporating many of these factors is presented. Based upon a literature review of
numerous experimental investigations, trends in polarization-specific behaviors are
noted. Statistical models and trends from both Section IlI and Section IV will fold
into the PMD-based clutter model to improve the statistical behavior of the clutter
model.

Section V describes additional system modeling topics such as radar system
modeling and target modeling. Radar system modeling includes both monostatic
and bistatic topologies, control of resolution cell size using pulse and beam
parameters, and additional parametric control using RF center frequency and tone
spacing. Target modeling consists of a multi-dipole model with random dipole
orientations and reflection coefficients.

In Section VI, the Sinclair matrix is introduced for representing the polarimetric
scattering response. Different polarization-based sensing methods employing the
Sinclair matrix are then discussed, where examples were drawn from a modest
survey of polarimetric sensing approaches described in literature. In this section, a
theory is advanced to capture the principle EM scattering effects that are critical to
PMD-based modeling. These are used to generate modified Sinclair representations
for both the target and sea clutter responses that accommodate time-dispersive
responses. The resulting formulation provides the needed mechanism to represent
PMD responses. Using this formulation along with the sea-surface model and

electromagnetic scattering response model, PMD responses can be numerically
computed.

Section VI provides results from experimental measurements intended to
characterize the polarimetric response of sea clutter. Wave tunnel measurements
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were conducted with multiple antenna orientations and multiple wave types.
Measurements at St Joseph Lake on the campus of Notre Dame included both
monostatic and bistatic antenna orientations and multiple frequencies.
Representative PMD curves from these experiments are presented. Periodicities in
the PMD responses are identified by computing the FFT of the PMD centroid.

Section VIII presents an analysis of the correlations between the HV and VH
scattering components for bistatic geometries. Recall that for the monostatic case
(and assuming a reciprocal channel), HV=VH. However, for the bistatic case, this
relationship does not hold in general, and the correlation between HV and VH will
depend upon many parameters. The analysis shows that if narrowband processing
(e.g., using subcarrier processing) is employed, HV and VH may be highly correlated
over several degrees in a bistatic configuration. This section also discusses a
method for target identification based on the periodic vibration rates characteristic
of real-world targets. Experimental results (tuning fork experiment) as well as
simulation results (using the distributed target model discussed in Section V) for
estimating these attitude vibration rates are presented.

Section IX presents simulation results for a distributed target in a background of sea
clutter using the models presented in Sections III, IV, and V. In each of the
simulation runs, nine radar resolution cells are considered with the eight perimeter
cells containing clutter only and the center cell containing both clutter and target.
Multiple samples accumulated over both time and frequency subband are combined
to estimate the cumulative distribution function (CDF) for a given cell. The results
indicate that it is often possible to distinguish the distribution of the target cell from
the distributions of the remaining clutter-only cells. Additionally, the results of a
polarimetric detector are compared to a traditional detector in the form of receiver
operating characteristic (ROC) curves. Finally, a promising detection approach is
presented that computes the distance between the CDF estimate of a given cell and
the “reference” CDF estimated from the average of all cells.

The polarization architecture can be exploited in different ways, and in Section X, we
provide qualitative assessments of two special techniques: polarization-based
interference suppression and adaptive polarization transmission techniques. We
propose general techniques that would appear to give substantial benefit to
polarization-based radar systems.

Due to the newness of the PMD radar concept, many topics still remain to help
develop and evaluate PMD radar systems. In Section XI, we provide
recommendations for future research that would build upon the work that has been
completed to date. Finally, section XI contains a summary of the report.
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Il.  BACKGROUND TECHNOLOGIES

Since 2002, efforts to experimentally measure and characterize polarization-
sensitive MIMO communications channels have been undertaken by the author,
leading to multiple papers [25][26][27][28][29][30][31] and patent submissions
[48][49]. A particularly important outcome of some of this work was the
observation that polarization mode dispersion occurs in wireless channels and
provides a convenient mechanism for characterizing the input-to-output
polarization behavior of the signal. Since the emergence of that work, various
applications have been pursued in other fields that have potential relevance to the
current study.

The first application involves the modeling of space-polarization MIMO
communications channels to enable quantification of the relative energy efficiency
of space-polarization (SP) architectures in comparison to conventional MIMO
arrays. SP-MIMO architectures are of particular interest for the very reasons that
have already been articulated defining potential benefits of polarization, and also
because they provide benefits from the space dimension associated with the array
configurations. Prior SP-MIMO research involved theoretical channel modeling,
numerical analyses, and evaluations using an RF space-polarization testbed that
incorporates channel emulation. The channel modeling work involved the use of
theoretical models for the narrowband case and also statistical geometrical
scattering models for the wideband case. These, as well as models instantiated into
channel emulators were used to represent time-varying space-polarization MIMO
channels and their attendant correlations in space, time, polarization, and
frequency. Correlations in these same domains are anticipated to play an important
role in the radar detection problem under consideration. The communications work
has demonstrated that space-polarization architectures enable increased capacity
(in space-constrained applications), as well as improved energy efficiency,

especially at high SNR. The specific gains depend upon the encountered channel
realization.

We first discuss DP-MIMO channels. These are of interest because they exploit
polarization-based propagation behaviors using a dual-polarized received antenna.
In the case of a dual-polarized 2x2 MIMO channel, a narrowband system model is
given by

y=[=vale W+

= JgHs +n 1)
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where the vector s represents the transmitted V and H signal components, H
represents the channel matrix deécribing the complex gain from each transmit
polarization to each receive polarization, g represents a complex propagation factor,
and n represents a vector of additive white Gaussian receiver noise. The channel
matrix may in general be decomposed into a fixed component (Hc) and a variable
component (Hg) as follows

H=I§L1ﬂ+(H—E[H])=ﬁC+ﬁf

H, Hf (2)
H, =XOK,0 o,
i, =X0OK,0c26(cY?) 3)

where the Rician K factors associated with the channel components are defined by
the matrix

K [ Uh]
Ko K 7

and where the K factors each consist of a constant component coefficient (K1) and a
variable component coefficient (Kz):

B ’ [K];; _ f 1
[Kqlij = 1—_}_[@,[1(2]1‘1‘— m‘]: (5)

The model above reflects the tendency that the K factors associated with the various
polarimetric channels are different.

DP-MIMO channels are also characterized by power asymmetries. In other words,
the matrix X has the general form:

g

(6)

where the power ratios may be represented by the co-polarized power ratio (CPR)
and the co- to cross-polarization power ratio (XPD):

1 Elllhy,|1?]

CPR=—=————
# Elllhnnll?]

(7)
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These formulations have been used to characterize narrowband 2x2 DP-MIMO
channels. Corresponding representations that include space correlations and joint

space-polarization correlations have also been developed to enable implementation
of 4x4 SP-MIMO architectures in channel emulators.

As shown in Figure 1, SP-MIMO involves 16 different channels, corresponding to all
of the transmit antenna/receive antenna pairings.

Space-Pol MIMO

(SP-MIMO)
CO1q coq
ST o = L 4 SR

Iy t > ; I I
. St S R e
2825
@ a
=

5%02 : *‘.‘f.ﬂ* Ggeo2

S R
ﬂsxz ., - -\ e
T

Figure 1. MIMO illustration 1 (4x4 SP-MIMO}

The channel response of SP-MIMO can be represented using a 4x4 time varying
channel matrix with 16 time-varying channel impulse responses:
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The channel is further characterized by the pairwise channel correlations (256 in
all) derived from the 16 CIRS. These represent the combinations of space and
polarization correlations at the transmitter and at the receiver.

An alternative approach for representing DP-MIMO and SP-MIMO channels has also
been explored using statistical geometric modeling. Geometric modeling is an
approach applied in various wireless communications standards bodies such as
ETSI, LTE, and others. The particular approach that we advanced involved the use
of concentric spheres at the transmitter and the receiver to facilitate modeling of the
scattering environment as shown in Figure 2. The model is used to represent SISO
channels, 2x2 co-polarization MIMO (CP-MIMO) channels, 2x2 DP-MIMO channels,
and 4x4 SP-MIMO channels. Due to the ray-based approach, important correlations
in space, polarization, time, and frequency, and in joint domains (e.g., polarization-
frequency) are inherently represented. Application of the model yields time varying
space-polarization channel impulse responses that are used to analyze
communications system performance. Details of the model are presented in [44].
We anticipate that in the case of a radar that employs at least a 2x2 DP-architecture,

time, polarization, and frequency correlations can be leveraged for both detection
and identification.
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Figure 2. MIMO Illustration 2

In communications systems, the channel state is often estimated at the receiver.
This information, termed channel state information (CSI) can be obtained when the
receiver has knowledge of a preamble or of pilots used in the transmitted waveform.
With CSI at the receiver only, the transmitter typically utilizes resources in an
isotropic fashion, since it does not have information to exploit the channel.
However, if the transmitter does have information about the channel state, referred
to as channel state information at the transmitter (CSIT), then the transmitter can
identify the eigenmodes of the system and utilize this knowledge to synthesize
weighted transmissions among the transmit ports for efficient channel utilization.
An illustration of CSIT for a 4x4 SP-MIMO system is shown in Figure 3. The figure
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illustrates the potential of the MIMO system to transmit independent data streams
through one, two, or all of the channel eigenmodes. We note that in the case of a
monostatic radar system, since the receiver will have full knowledge of the
transmitted signals, CSIT may be readily acquired. In the bistatic radar, CSIT can be
obtained if the receiver has knowledge of the radar waveforms and relays the
channel state information to the transmitter.

Data Scol
stream 1 T
Eigenmode 3
1 - .
g |57 e=— /
§ Eigenmode 2
e (o))
Data | ST it
stream 4 Eigenmode 1
S2
T —
Channel State !

Information at the
Transmitter

Figure 3. Adaptive Transmission with Channel State Information at the Transmitter

Numerical analyses have been performed with and without CSIT for
communications systems, and results illustrating the benefits of the approach are
shown below in Figure 4. We anticipate that CSIT will provide corresponding
benefits in radar applications. The availability of CSIT is particularly relevant in
monostatic radar, which has the advantage that it can measure the response and
adapt its waveforms without need for a feedback link since the transmitter and
receiver are co-located. Hence adaptive transmission techniques may readily be
applied in cognitive radar.
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Figure 4. Performance of Various Adaptive Transmission Schemes for 2x2 and 4x4 MIMO Systems

Prior work has also examined the application of PMD-based processing to wideband
polarization-based interference suppression. Conventional polarization-based
interference techniques described in literature, such as those advanced by Compton
[57] and others [32][33][34], provide effective polarization-based suppression in
narrowband channels. However, the existence of PMD hampers their performance
because the polarization state of the interference changes with frequency and a
single polarization filter just cannot effectively suppress all of the signal energy.

To effectively deal with the effects of PMD, it has been proposed (and verified in the
Notre Dame space-polarization testbed) that suppression can be applied in the
polarization domain as a function of frequency, taking advantage of PMD
measurements to mitigate unwanted signals. Results from this type of processing
are shown below in Figure 5, which illustrates polarization-based suppression of a
co-channel wideband signal to enable demodulation of a desired wideband signal
(either signal may be suppressed in order to recover the other signal). The PMD
responses for each signal are shown in the top left panel of the figure. The ability to
separate the interference and desired signals using the polarization domain is
characterized by the power coupling function (PCF) [9][10]. The PCF indicates the
level to which a polarization filter suppressing an interference signal will also
suppress the desired signal. As the PCF decreases towards negative infinity, the
ability to separate the signals using polarization becomes impossible. As shown in
the lower panel on the left side of the figure, there are several frequency
components (the notches in the figure) where suppression of the interference will
also lead to substantial suppression of the desired signal. The first and third panels
on the right side show the spectra of the V and H signal components for the
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interference and desired signals. The frequency selectivity associated with the
multipath channels is evident. The second and fourth panels shows the signal
power spectra at the output of the filter and show that the interference is
suppressed substantially through the PMD-based filtering approach.

*  Shows the polarization-based power suppression of
the desired signal using the channel estimates

—  Yields notches where the polarization-frequency
responses of the two sources are nearly the same

— Applies to Signal 1 when Signal 2 is suppressed
— Applies to Signal 2 when Signal 1 is suppressed

Transmitter #1 Link  Transmitter #2 Link

- Rt ot
| nem

: Sm e
Polarization Power Coupling Function

Figure 5. Polarization-based suppression of a co-channel wideband signal (from [9])

A similar suppression approach may also be useful in radar to mitigate the clutter
response as a function of frequency so that responses induced by a target are more
readily sensed. This approach is possible particularly if the radar employs
orthogonally-polarized antennas.

The background research and technologies mentioned above all play a potential role
in the development and modeling of polarization-based radar processing techniques
to be considered in our research. In the next section, we begin our discussion of the
models used in the investigation.
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l1l.  SEA SURFACE MODEL

Sea waves generate significant clutter in maritime radar, where clutter responses
depend upon reflections from the sea surface. In this section, we consider a first-
order dynamic sea surface model to represent sea waves using an appropriate
number of scales. The model is later integrated with electromagnetic scattering
models for numerical analyses of PMD-based detection performance in clutter.
Closed-form sea surface models that have been proposed in literature are initially
discussed and then the particular model that has been adopted and modified for use
in this study is described.

A. Wave Features

Sea waves consist of a number of components that contribute to their overall
structure. Gravity waves make up the larger surface structures associated with
waves and capillary waves make up the small-scale surface structures. Typically,
under the conditions of a sustained wind, the sea will develop into a “fully
developed” sea in which larger waves will tend to move in the direction of the wind,
while smaller waves will be more isotropic [56]. Other wave structures that can be
present include wedges, cusps, foam, turbulence, spray, and breaking events [56].
All of these contribute to the overall wave structure and ultimately to the EM
response from the sea. However, in the “first order” sea surface model that we
adopt, these latter structures are not considered. The next sections describe results
from a survey of sea surface models and the specific model that we adopt and utilize

with EM scattering theory to develop clutter responses from the sea for different sea
states and different incidence angles.

B. Sea Surface Modeling Background
A partial survey of sea surface models was conducted to identify suitable models for
characterizing sea surface structure and associated dynamics. Typical models
employ an ensemble of time-varying waves with different wavenumbers. The
surface height at a particular location is determined by adding the contribution of all
of the component waves at that location. Several examples from literature are
presented. We ultimately select a model based on the Weierstrass-Mandelbrot
function. In later sections, this model is incorporated with EM scattering models to

arrive at a time-varying PMD-based clutter response that depends upon the sea
surface among other factors.

One sea surface model that has been proposed in literature incorporates a two-wave
structure with a large-scale wave and a small-scale wave and dielectric
facets[58][59][54]. The form of the surface function, h, using this model is
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h(x,y,t)
= h; cos (Ikl|\/x2 + y%cos 6, — glkllt) (1)
+ h, cos (Iksl\/x2+y2 cos s — glkslt)

where k; = 2m/A,, and kg = 2m/A, are the wavenumber vectors for the large-
scale and small-scale waves, respectively, h; and hg are the corresponding
amplitudes of these waves as shown in Figure 6, g is the acceleration due to gravity,
and 8; and 6; are the corresponding wave directions. The small-scale wavelength is
related to the carrier frequency by the relation

A
Ag = — (12)
2sing

where ¢ is the incidence angle.
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Figure 6. Two-scale sea surface model (from [54])

Arelated approach employs the Weierstrass-Mandelbrot function to model the sea
surface. This model employs a sum of waves with periods that are spaced apart by
an integer exponent of an irrational factor v:

M-1

f(x,y) =B Z Cov~Msin(kov™(xcos 1, + ysiny,) + ¢, (13)

n=0

where B is a scaling factor, H is the Hurst coefficient, k, is the fundamental wave
number, Cy is the wave amplitude, ¢ is the wave phase, and v is the wave direction.
With this model, Cy, ¢, and y; are all random variables. The number of sinusoids M
is dictated by the highest and lowest scales contributing to the scattering and is
approximately given by

In (L"_L)

- 4 14
M In(o) (14)
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where L is the illuminated profile length and y is a margin factor [54].

C. Time-varying sea surface model
An augmented version of this approach has been described in [64] [60]. This form

represents the particular model that we have adopted. The time-varying sea surface
function is given by:

h(x,y,t) =
M-1
on Z a~@= M sin(Koa™[(x + Vt) cos Bym + (¥ + Vyt) sin Bym] — Qumt + i)
= (15)
N-1
+om z b@=3m sin(Kob™ [ (x + Vit) cos Bop + (¥ + Vyt) sin B — Qont + apy,)
n=0

where ¢ is the standard deviation of the wave heights, 7 is a normalization constant,
d is the fractal dimension (between 2 and 3), ¢ is a positive power ratio, K, is the
fundamental spatial wavenumber, a and b are wavenumber scale factors (a < 1 and
produces spatial wavenumbers less than K,; b > 1 and produces spatial
wavenumbers greater than K, ), V, and V,, are the velocity components associated
with radar motion, 4,, and Q,,, are angular frequencies, a;,, and @,,, are random
wave phases, and f,, and 3, are the angular directions of wave propagation.

This equation models the 2D sea surface dynamics over short durations of time for
which the random variables § and « are considered constant.

a1 Summary of parameter values
Table 1 lists the parameters from Equation (15) along with the constant values or
equations used to calculate these parameters in our model. Some of these
parameters are discussed further in subsequent sections.
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Table 1. Summary of sea height model parameters

[poram | osipion | vawe | Conmemt |

n Wavenumber spacing factor (K > K,,) 1.105 Note 1
n Wavenumber spacing factor (K < K,) 1/b Note 1
n Fractal dimension (K < K,) 21 Note 1
Adjusts fractal dimension (K < K,,) 3.9 Note 1
Number of waves (K > K,,) 40
“ Number of waves (K < K,,) 20
Fundamental wavenumber Ve Note2
n Standard deviation of wave height 0.0062U° Note 3

Normalization constant 2 Note 4
- j )+ (o)
Temporal Frequency jvr Note 5

gK + K3—
p

u Phase Random (uniform)
Wave direction Random (von Mises)
Platform velocity 0
n Gravitational constant (m/s?) 9.8
Wind speed (m/s) Varies
Sea surface tension (N /m) 0.074
Sea water density (kg/m?) 1025

Notes:
1. Parameter values published in [63].

2. For a fully developed sea, the fundamental wavenumber is inversely
proportional to the squared wind speed [41]

3. The constant 0.0062 was empirically determined based on significant wave
height data as a function of wind speed (see Table 15.1 from [41] as well as
subsequent section Model height statistics versus wind speed).

4. The normalization constant n was derived based on a similar formula in [62].
This constant normalizes Equation (15) such that ¢ represents the wave
height standard deviation.

5. The temporal frequency (1 uses the formula from [62] which considers the
effects of both gravity waves and capillary waves.
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2. Wave amplitude as a function of wavenumber
Equation (15) includes two summations of sinusoids with wavenumbers (spatial
frequencies) spread about a fundamental wavenumber K, dictated by the wind
speed. The first summation consists of sinusoids with wavenumbers (K,a™) less
than the fundamental wavenumber K, (a < 1). The second summation consists of
sinusoids with wavenumbers (K,b") greater than or equal to K,, (b > 1). The factors
d and ¢ are constrained to produce wave amplitudes at4=9™ and p{@-30 with
negative exponents such that the wave amplitudes are less than or equal to one.

Figure 7 shows an example of the relative amplitudes (neglecting the overall o
factor) for the individual waves that constitute Equation (15). The blue dots
represent the waves from the first summation while the green dots represent the
waves from the second summation. Note the logarithmic versus logarithmic
decrease in wave magnitude as the wavenumber deviates from the fundamental
wavenumber, K, = 0.1. This chart illustrates that the largest amplitude waves have
wavenumbers near the fundamental wavenumber.
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Figure 7. Relative wave magnitude as a function of wavenumber
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3. Wave direction

The direction of waves is denoted by the random variable B. We employ a von
Mises distribution for 8

ek cos(B—u)

f(ﬁ’|ll'K)=2—nIO(—K)‘

(16)

where I, is a modified Bessel function of order 0, i is the mean of the distribution,
and xis the concentration of the distribution. Increasing k leads to increased
concentration about the mean. The configuration x= 0 corresponds to uniformly
distributed directions. Distributions for different values of k are shown in Figure 8.
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Figure 8. von Mises distributions for various values of k

An example of a sea surface generated using the model is shown in Figure 9 for the
case when x= 10 and y = 45 degrees.

Figure 9. Sea surface rendering
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4, Wind effects
Wind speed affects two parameters in the surface height model: the fundamental
wavenumber K, and the surface height standard deviation o. The following
equations show their dependence on the wind speed U.

g
K, = 2
where g is the gravitational constant 9.8%
og=cU?

where ¢ is an empirical constant.

Significant wave height is often expressed in two different but roughly equivalent
ways:

e Significant wave height, Hy;g, is defined as the mean value of the peak-to-
trough height of the highest one third of the waves.

* Significant wave height, H,,,, is defined as four times the square root of the
zeroth-order moment of the wave spectrum or, equivalently, four times the
standard deviation of the surface elevation.

Hpmo = 40 = 4cU?
The two definitions are approximately equal. That is,
Hgig = Hpg
For our model, the empirical constant ¢ was determined based on tabular data from

[41] (see Table 15.1) showing significant wave height as a function of wind speed
for a fully developed sea. This data is shown below in Table 2.

Table 2. Significant wave height versus wind speed (data from [41], Table 15.1))

Wind speed (kn) | Significant Waveheight (ft)
7 1
12 3
16 5
19 8
23 12
30 20
45 40
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Figure 10 shows a plot of Hy;4 for various values of ¢ along with the tabular data

from Table 2 (tabular data represented by the blue trace). The value ¢ = 0.0062 is a
very good match for the tabular data and is the value used in our model.

linear fit to equation Hsig=4*c * u?

35 T T
—o— Skolnik Table 15.1
30k ¢=0.0062
¢=0.0050 (Skolnik) A
¢=0.0146 (Liu/Guo/Wu)
25 o
— 20
E
o -
7
T 15
— o
10 -
5 /
0 /
0 100 200 300 400 500 600

u? (m/s)?
Figure 10. Significant wave height as a function of wind speed for various constants

5. Model height statistics versus wind speed
Numerical simulations using the sea height model described by Equation (15) were
performed to produce sea height data as a function of time for a single spatial point
(x = 0,y = 0) for various wind speeds U. This data was then processed to calculate
the significant wave height using both formulations presented above, Hgig and Hpy.
The objective was to verify that the model sea height statistics were consistent with
those reported in literature (see Table 2).

In order to calculate significant wave height Hy;, according to the definition above
(the mean value of the peak-to-trough height of the highest one third of the waves), it
is necessary to process the time domain data into individual waves determined by
zero-crossings. Figure 11 shows an example of this processing where the green
circles identify the zero-crossings and thus the individual wave boundaries. The
height of each individual wave is then calculated as the max-to-min distance
between the zero-crossings. Finally, the heights for all individual waves were sorted
by value and the highest one third were averaged to produce the significant wave
height.
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Height profile vs time for single spatial point
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Figure 11. Wave height versus time with zero-crossings noted

[n order to calculate significant wave height H,,, according to the definition above
(four times the standard deviation of the surface elevation), it is simply necessary to
calculate the standard deviation of the data and multiply by four.

Figure 12 shows the calculations for both definitions of significant wave height as a
function of wind speed using the model generated height data. These data are
compared to the values listed in Table 2. Note that the two calculations for
significant wave height, H;, and H,,,, are approximately equal and that both
calculations match the tabular data very well.
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Model results, ¢=0.0062
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Figure 12. Validation of model results relating to significant wave height

6. Example surface
Figure 13 shows an example surface (80m by 80m) generated by the model using
the parameters from Table 1 at a single instant in time. In the left plot (pseudo-
color), note the scale for the color bar which shows wave height varying from about
-1.5 to 2 meters. The figure on the right shows a 2-D plot using the same data as the
figure on the left, but only for center cuts such that ‘x=0’ for one trace and ‘y=0’ for
the other.
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Figure 13. Example sea surface

o. Rough Surface Statistics
The quality of the technique evaluations for target detection and target
identification depends on the quality of the sea clutter representations. We have
presented a model for the sea surface height. An important consideration, however,
is the statistical response elicited from the model.

In this section we review general rough surface statistics that are commonly used to
characterize rough surfaces and then we review other pertinent sea clutter
statistical behaviors that have been reported in literature. Our reason for
considering these behaviors is to help in the characterization of the model
realizations and to “calibrate” the responses from the current mathematical models.
Statistical behaviors will be used as guides in determining how the mathematical
models are to be utilized to generate sea clutter responses that are consistent in
some manner with trends observed in literature.

In particular, we review statistics characterizing the height distribution of rough
surfaces. The theoretical characterizations associated with rough surfaces are
drawn primarily from [38], and will be used to help characterize sea state model
realizations in future analyses.

1 Rough Surface Description
For a plane monochromatic wave incident at some angle 81 onto a rough surface
that scatters in the azimuthal plane at some angle 02, the phase difference between
two rays scattered from separate points on the surface is given by
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A¢p = k[(hy — hy)(cos 8, + cosB,) + (x; — x,)(sin6; —sing,)] (17)

For specular scattering (0:=0;), the phase difference becomes

A¢p = 2kAhcosB, (18)

The Rayleigh criterion characterizes a surface as rough if Ap > n/2. By averaging
over the surface, Ah may be replaced by an RMS deviation, ¢, and the criterion can
be rewritten as

where Rq,=ko cos#;. For a smooth surface (hi = h2) the phase difference becomes

Ap = k[(xy — x;)(sinf; — sind,)] (20)

In the specular direction (01=62), it is seen that A¢ = 0, yielding a coherent gain from
the rays. Away from this direction, the phase difference is nonzero and destructive

interference can occur. When the surface is not smooth (h; # h,), the amplitude of
the specular field will be reduced. The loss may be approximated by e ~9/2 where
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g = 4k?0%cos%0, = 4R? 1)

Surfaces may be characterized by a height distribution function (relative to a
reference surface) and a surface correlation function. Normally the reference is

chosen so that the height distribution has zero mean. Assuming this to be the case,

the RMS height of the surface is given by

o= T, @)

where (x) denotes the expected value of x.

Height distributions are usually assumed to be Gaussian:

A %

which is valid for surfaces with a profile that is everywhere the result of a large
number of local events.

2. Surface Correlations
Surface correlations are characterized by the correlation function

(h(r)h(r + R)),

C(R) = 2 (24)

Theory of wave scattering from rough surfaces often assumes that the surface

correlations are Gaussian and that the surface is isotropic such that the vector R can

be replaced by the scalar R
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RZ
C(R) = exp (_-/-1—2> (25)

0

where A, is the correlation length, which is the distance over which the correlation
decreases by 1/e. In place of Gaussian correlations, the exponential is often
considered to give a better fit to measured surface data [38].

_ IR|
Cexp (R) =exp N (26)

(o]

However, this exhibits a discontinuity at the origin. Weighted correlations that are
Gaussian near the origin and exponential otherwise have been proposed, where
selection of weighting parameters dictates the distance at which this transition
occurs.

Numerical studies have shown that unless the discretization interval is less than
10% of the correlation length, the full exponential nature of the surface will not be
measured. Also, surface correlations are likely inaccurate for distances greater than
about 10% of the surface length. Below this distance, peaks in the correlation
function at separations that are not integral multiples of the shortest correlation
length is indicative of more than one correlation length. For example, the sea
surface may be composed of wind-driven waves and smaller amplitude capillary
waves of shorter correlation length [38].

3. Power Spectrum
The power spectrum is the Fourier transform of the correlation function and is
given by:

[oe]

f C(R)e*RdR 27)

—00

2

PUO =Gy
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It describes the spread of heights about the mean plane and the height variation .
along the surface. If the surface is anisotropic with a Gaussian correlation function,
the power spectrum is given by

%242 —k3 23 —k323
P(ky ky) = —— 2exp( . 1)exp( . 2) (28)

The RMS gradient for isotropic surfaces with Gaussian correlation functions is given

by
= (5= [(G))-22

Surfaces with an exponential correlation function have higher frequency

components than the Gaussian surface. The associated correlation function is given
by:

(29)

2 1 1
AA;m? (/11—% + kf) (%% + kzz) (30)

g
P(klﬂ kZ) =

For sea surfaces, the Neumann-Pierson power spectrum is often preferred:

P(ky, ky) x 7{3—/233@7 [_ (:Tgk)] cos® [tan—l (%)] (1)

4. Stationarity and Ergodicity
Surface statistics exhibit translational invariance, or stationarity, which means that
they don’t depend upon the absolute coordinates. Statistical properties from
different parts of a surface will be similar provided the lengths of these samples are
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all the same. Typically, a sample must exceed 50 correlation lengths for the true
statistical nature of the surface to be represented [38].

Ergodicity associated with a rough surface implies that any statistical average taken
over many different parts of one surface realization is the same as an average over
many realizations of a single part of the surface (spatial averaging = ensemble
averaging).

5 Example Statistics
Based on the discussion in the previous section, Rough Surface Statistics, the sea
surface model was exercised in order to estimate the various surface statistics
produced by the model. For these results, a wind speed of 10 m/s was used.

Figure 14 shows two histograms of sea surface height. The left histogram was
generated at a single instant in time (t=0) for a large surface area. The right
histogram was generated at a single spatial point (x=0, y=0) over an extended
period of time. The two histograms are nearly identical with a Gaussian shape
centered about zero, as expected.

The standard deviation for both cases was approximately 0.62 m. Recall that
significant wave height is roughly four times the standard deviation, which in this
case is approximately 2.5 m. This matches the curves from Figure 12 (wind speed
squared is 100 m?).

histogram for surface heights at multiple spatial points at one time histogram for surface heights for single spatial point over time
4000 “ T L L e BT p— T T mm

SO0 -
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0 E - =
height (m) : ‘ ~ height {m}

Figure 14. Histograms of surface height versus space and time
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Figure 15 shows the correlation as a function of distance, R, where the distance is
constrained to one dimension (along x axis for y=0). The bottom subplot is simply a
zoomed-in section from the top subplot. Note that the correlation value at
approximately 60 meters is reduced by a factor of four from the peak value at zero
meters, but that the correlation function oscillates with increasing distance. This
lack of decay at large correlation distances is related to the periodic nature of the
sea height function and the finite number of sinusoids in the summation.
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Figure 15. Correlation function over distance (x dimension)

Figure 16 shows the power spectrum obtained by taking the FFT of the correlation
function. Note the peak in the power spectrum at about 0.1 rad/m, which matches
the fundamental wavenumber for this wind speed of 10 m/s (see Figure 7).
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Figure 16. Power spectrum

B Concluding remarks

In this section, a time-varying sea surface model was presented based on the work
of [63], but with the introduction of a von Mises distribution to represent wave
direction. Some of the main parameters that can be adjusted are wind speed, wave
direction (mean & spread), number of waves, and frequency spacing. Model results
showing significant wave heights as a function of wind speed demonstrate very
good agreement with published sea state data (Table 15.1 from [41]).

Histograms of the model generated surface height show Gaussian shaped
distributions with the expected standard deviation and mean of zero. The power

spectrum estimate of the correlation data shows peak power occurring at the
fundamental wavenumber.

In the next section, electromagnetic scattering models are presented that describe
the polarization component reflection coefficients associated with reflections at a
dielectric boundary layer. These models will be integrated with the sea surface
model to estimate the aggregate response at the receiver.
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IV.  ELECTROMAGNETIC SURFACE SCATTERING MODEL

In this section, we develop electromagnetic scattering models to represent the
polarimetric response due to scattered energy from a boundary between two
different dielectric media. We first consider electromagnetic reflections from a
dielectric boundary at oblique incidence using Snell’s law with appropriate
boundary conditions. This model is particularly useful to represent reflections from
discrete facets. An alternative approach, called Kirchhoff Theory, is then considered.
The scalar case without polarization coupling is considered first, followed by the
vector case where polarization coupling is included. The discussion leads to the
adoption of the Stratton-Chu equation to estimate electromagnetic reflections from
the sea surface model. The theoretical developments are drawn from several
sources, including [40][38].

A. Reflection from a Dielectric Boundary at Oblique Incidence

Signal reflections for both co- and cross-polarized signal components from a
dielectric boundary are derived using Snell's law and Fresnel Equations. The results
provide theory leading to expressions for the polarization response as a function of
the dielectric materials, the angle of incidence, as well as the plane of incidence.

1. Complex Dielectric Permittivity
If the electric conductivity o of a medium is nonzero, the propagation constant y of

the medium is complex [66] and will satisfy:

y? = w?eu — jouc (32)

where w = 2xf is the angular frequency of electromagnetic field and f is the
frequency of the electromagnetic field, ¢ is the dielectric permittivity of the medium,
4 is the magnetic permeability of the medium, and j = v/—1. For nonmagnetic media
p is equal to the free space permeability, i,. The equation above can be recast using
a complex dielectric permittivity:

7

(33)
v = w?pe’

where

38



o (34)
8*28—15

The imaginary part of the dielectric permittivity is important for many media,
including sea water, since it will affect the dielectric losses and electrical conduction
and influence the ability to conduct electrical current[67][68].

2. Reflection and Refraction of Electromagnetic Waves
As shown in Figure 17, reflected waves and refracted waves are generated when a
plane wave is incident on the boundary separating two different media. Here, 9; is
the incident angle, 8, is the reflected angle, and 8, is the refracted angle. The plane
of incidence contains the propagation direction of the incident wave and the normal
to the boundary surface. In this plane of incidence, according to the law of reflection:

(35)

and according to Snell’s law [40]:

. . (36)
n,sinf; =n,sin6;

where n, and n, represent the refraction index of the respective media. The
relation between refraction index and the complex permittivity is:

(37)
n=,/&
where the complex relative permittivity £ is defined as
., & (38)

with &, representing the free space permittivity.
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Figure 17. Plane wave incident obliquely on a plane dielectric boundary for the perpendicular polarization
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Figure 18. Plane wave incident obliquely on a plane dielectric boundary for the parallel polarization

An incident plane wave with arbitrary polarization can be decomposed into
orthogonal components that are parallel and perpendicular to the plane of

incidence. The two components have different reflection and refraction coefficients
as predicted by Fresnel Equations [40].

1) When the electric field is perpendicular to plane of incidence (Figure 17): Let Iy 0
be the reflection coefficient and I'y, the transmission coefficient when the
electric field is perpendicular to plane of incidence. Then,

n, cos 8; — n, cos 6, (39)
" nycosf; +nycosb,

Ry

40



And '

. 2n, cos 6; (40)
™" n, cos ; +n, cos 6,
where
ni\? . (41)
cosf, = |1— (—) sin? 9,
Ny

When n, is complex, cos 8, will also be complex. The choice of a plus or minus sign
in the square root must be made such that the imaginary part of cos 8, corresponds
to the direction of propagation.

2) When the electric field is parallel to plane of incidence (Figure 18): Let Iz, be the
reflection coefficient and I', the refraction coefficient when the electric field
is parallel to plane of incidence. Then,

n, cos 6, —n, cos G; (42)
BRI n, cos 8, +n, cos 6;

And

B 2n, cos 6; (43)
1y cos 8, +n,cosb;

FTu

3. Scattering Model for Bistatic Reflection
A model quantifying the orthogonally-polarized scattering response components
from an arbitrary plane of incidence is described in this section, which is taken from
[65]. Expressions for the cross polarization response and the co-polarized response
for both horizontal and vertical polarization transmissions are presented.
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Figure 19. Sensor deployment geometry

The geometry considered includes an RF transmitter and a receiver deployed in a
bistatic configuration so that the ground to be sensed lies between the transmitter
and the receiver as shown in Figure 19, where the antenna heights, separations, and
antenna characteristics are chosen depending upon the scale of the particular
application [53]. The electromagnetic wave from the transmitting antenna is
approximated as a plane wave in the far field and the scatterer is modeled as a
planar boundary [70] so that the Fresnel Equations can be invoked.

The model for scattering is shown in Figure 20, where T and R correspond to the
transmitter and receiver, respectively, and where G is the point of reflection. TG is
the incident wave, GR is the scattered wave, and points A, B, T, R, O, P, and G are all
in the plane of incidence. BA, which is perpendicular to GP, is the line defining the
intersection of the ground plane and the plane of incidence, and OG is the angle
bisector of ZT'GR . The upper panel of Figure 20 illustrates the case when the plane
of incidence is normal to the ground and OG is perpendicular to BA, which implies
that the ground is the reflecting surface and GO is normal to the ground plane.

For the case of rough surfaces, the position of G may deviate from the point of
specular reflection on the mean surface, as shown in the lower panel of Figure 20.
In this case, the angle between the ground plane and the plane of incidence is not
necessarily90°, and is instead represented by the parameter ¢, which indicates the
angle between the planes. Even though OG is in the normal plane of incidence, OG
may not be perpendicular to BA. We define the parameter f to represent the angle

/PGQ), which indicates the angular deviation of the surface normal at G relative to
GP.
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Figure 20. Model for ideal reflection and scattering

The vertical (V) and horizontal (H) polarization components of the fields at the
transmitter and at the receiver are shown in Figure 21. The plane TCG that contains
vector V and TG is normal to ground, and vector H is normal to plane TCG.

Similarly, the plane RDG that contains vector V' and GR is normal to ground, and
vector H' is normal to plane RDG. V, H, V', and H' refer to vertically and horizontally-
polarized electric field directions, respectively for each pair.

The scattering response can be characterized through the corresponding reflection
coefficients, Iy, I'vy, Ty, Tyy,. The first subscript corresponds the transmit
polarization and the second subscript to the receive polarization. These coefficients
depend upon the Fresnel reflection coefficients and geometry as described below.
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Figure 21. Model for ideal reflection and scattering (part 2)

In Figure 21, 8, is the angle from V to the plane of incidence, 8, is the angle from V'
to the plane of incidence. The value of 8, and 8,/ can be expressed by parameters a,
B in Figure 20 and the angle of incidence, 8;:

tan(0; + B) sina (44)
JcosZa + tan2(8; + 8)

0, = arccos

tan(g; — B) sina (45)
Jcos? a + tan2(8; — B)

8, = arccos

Proof:

To see this, NF and NE are perpendicular to TG because we assume a transverse
wave, and thus EF is perpendicular to TG. Since V is in the transverse plane, CF is
perpendicular to TG and it follows that CF is the height of triangle ATCG. TG is
perpendicular to the plane EFC. AB is perpendicular to both AC and AT, hence AB is
perpendicular to plane ATC and AB is perpendicular to line CE, thus CE is
perpendicular to the plane ATG, and CE is perpendicular to line AT.
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Figure 22. Transmit signal geometry for oblique angle of incidence

CE is perpendicular to plane AGT (the plane of incidence), thus CE is perpendicular
to EF. Since 6,is the angle from V to the plane of incidence, it follows that

4EFC = 0, . Since AT = 1, if the length of CE and CF is known, 6, can be computed.
CE is the height of a right triangle and is equal to sin & cos . To find CF, we first
note that since PG is parallel to line AT, then 4ATG = ATGO + 40GP = 8, + 3, so

AG’s length is tan(6; + B ), and CG is a hypotenuse of length /cos? a + tan2(6; + f8)
.In right triangle A TCG, the hypotenuse TG is /1 + tan?(6; + B) = sec(6; + ), and

so the height of CF is equal to sin ay/cos? @ + tan2(6; + B) cos(8; + £) . Finally,
based on the geometry shown in Figure 23, it follows that

ing EC cosa (46)
sinfg, =— =
* FC \/cosz a +tan?(0; + B) cos(6; + B)

And

tan(9; + i
cosf, = /1 —sin%26, = 06+ p)sina (47)

Jcos? a + tan2(6; + B)

Similarly, for 6,, it can be shown that
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tan(6; — B) sina
Jcos? a + tan?(0; — B)

'8, = arccos (48)

sinay/cdg’ a +tan’(8, + B) cos(6, + B)

C
Sin & CosS

Figure 23. Geometry associated with A FEC

END OF PROOF

Using these angles and the component geometry for the incident and reflected
signals shown in Figure 24 and Figure 25, respectively, the polarimetric reflection
coefficient components Iy, Iy, Ty, Tyy can be derived.
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Figure 24. Incident wave geometry (wave propagating into page)
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Figure 25. Reflected wave geometry (wave propagating into page)

1) Vertically-Polarized Transmission:
Vertical transmission is considered first. Let A, be the complex amplitude of the
vertically-polarized transmission Ay be the complex amplitude of vertically-
polarized component of the received signal, and Ay, the complex amplitude of the
horizontally-polarized received component. Using the above equations and
geometrical relationships, one obtains

. . (49)
Ayy = A,(Tg, cos 6, cos s — T, sinf,sin8, )

. . (50)
Apy = Ay(Tr, c0s 6, sin 6, + Ty, sind, cosf, )

2} Horizontally-Polarized Transmission:
Assuming the transmission of a horizontally-polarized signal, let 4, be the complex
amplitude of transmitted signal, A,y be the complex amplitude of vertically-
polarized component of the received signal, and A, the complex amplitude of the
received horizontally-polarized component. Then, it can be shown that
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. (51)
Apy = Ah(FR“ sin 6, sinf,r — I, cosf,cosO, )

. (52)

Ayy = Ah(I‘R" sin 8, cos 8,/ +Tg cos8,sind,, )

Based on (49)-(52), the reflection coefficients are given by:

A (53)

Iyy = AL: = Iy, cosf,cos 6,y —TIp sind,sinf,
Apy , : (54)

Ty = I = Ig, cos 8,sinb, + Ty sinf,cos
A (55)

Iy = AL: = I, sinf, sinf,, — Iy cosf,cosh,,
Ayy (56)

vy = A_h =TIy, sin6, cos B, + Ty cosB,sinf,

To summarize the modeling approach in [65], the scattering computation for a given
ground reflector may be obtained as follows:

Given: The Tx and Rx locations and scattering surface locations

1) For a given scatterer location G, find TR, GT, and GR.
2) From these, find GP and RD
3) From GP and RD find o
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4)
5)
6)
7)

8)

From TGR find 26;
From TGP and 6;, find

From a, 3, and 6, find 6, and 6y

Calculate the in-plane and perpendicular reflection coefficients for V
transmission and H transmission
Compute the full-polarization reflection coefficients matrix

4, Numerical Results

This section presents analytical results for reflection coefficients based on equations
(53)-(56). Figure 26 presents coefficient magnitudes for a vertically-polarized
transmission as a function of the angle of incidence for &, = 3 and for different
values of aand . Figure 27 presents corresponding results for a horizontally-
polarized transmission.
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Figure 26. Analytical results for vertical transmission
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Figure 27. Analytical results for horizontal transmission

The results for a=90, =0 are consistent with those reported in [68], which are
shown in Figure 28 (with the x-axis reversed and scaled).
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Figure 28. Reflection coefficients for VV and HH scattering
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B. Kirchhoff Theory

An alternative analysis approach involves the use Kirchhoff theory, which provides
an approximation to the field on the surface of the scatterer. Any point on the
scatterer is treated as though it were part of an infinite plane parallel to the local
surface tangent. The surface is modeled as a continuum of such points, which serve
as secondary radiators. An integral formula is then used to give the scattered field
at a point rin the far field relative to the surface. The general approach involves
determining the surface fields using the tangent plane approximation and using the
integral formula to determine the scattered field. The theory is approximate for
scatterers that are finite sized, non-planar or rough [38].

1 Scalar formulation:
The scalar formulation applies to EM waves when there is no coupling between
different wave polarizations. The total field at a point " is the sum of the co-
polarized incident and scattered waves, i.e.,

PY(r) = P + o) (57)

When the surface of the scatterer is closed, the total field at r is given by the
Helmholtz interior or exterior scattering formula [38]:

b
oG oYps©
=y + [ g =50 o)~ G(r,r) L as, ©F

In the case of the interior formulation, r is inside a closed volume that doesn’t
include the sources of () or ¢ (). For the exterior formulation, r is outside a
closed volume that contains all of the field sources. G(r,r,) is the Green’s function
representing the effect at r, of a point force at r. For scattering from surfaces of
finite dimensions, the following form of the Green’s function is usually used [38]:

exp(ik|r —r,|)
dn|r —r,|

G(r,ry) = (59)
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The surface can always be considered closed for mathematical purposes [38]. If
only the scattered field is used in the integral (rather than the total field), then the
rough surface can be closed with a surface joining the rough surface to a surface at
infinity, so that all fields are within the interior and the reflection coefficients are
assumed to be zero on this closing surface except at the rough surface. If the total
field is used in the integral instead, then the surface can be closed without any
interior sources by using a surface that is infinitesimally close to the rough surface
and that is situated behind it so that it is shadowed from the incident field. The
Kirchhoff solution for the fields scattered from the rough surface is independent of
the approach, but yields results at the edges that depend upon the approach. We
neglect the edge effects in our analysis.

The scattered field may be represented by
) =) — ")

[ [0 B8 gy 2T 45, 0
So o

| 450

The only quantities that are not known in the above equation are the field and its
derivative on the surface. The total field on the surface is given by

P(ro) = [14 Ry (1)) (1) (61)

where R, is the reflection coefficient for plane waves incident on a plane surface. In
general, the reflection coefficient depends upon the surface location, as well as the
angles of incidence and scattering. Assuming that the incident field is a
monochromatic wave, i.e.,

'l/JinC(T) = plkincT (62)

then the normal derivative of the incident field on the surface is

awinC(ro) — . inc 63
_"a'_no = i(kinc )Y (r,) (63)
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and combining the above equations, the derivative of the total field is

algiro) = i[1 = Ry (ry)] (kine - 1) (1) 64)

Using the far field approximation for the Green’s function, the argument of the
Green’s function may be approximated as:

klr—r,| ~ kr—k#-r, (65)

and the surface derivative becomes

_ipikr
aG(T, ro) - ler (ksc . no)e-—iksc'ro (66)

on, 4m

The scattered field can then be rewritten as:
Ye(r) =

ieikr .
f [(RO (kinc - ksc) - (kinc + ksc)) : no] el(kinc_k“).rodso
So

(67)

4nr

Integration can be performed over the rough surface S, or can be translated to a
mean plane integration by noting that

dh oh .
~ _A . ~ 68
n,ds, ( o T +k) dS,, (68)
where
.8h . 0h

Tz (69)

@ @]

The mean plane integration strategy is exact only when the rough surface area
elements are planar. The approximate result may be written as [38]
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ike' oh oh
[ (agmtpg-—c)
anr J

(70)
x exp{ik[Ax, + By, + Ch(x,,v,)]}dx,dy,

where
A =sinf; —sinf, cos b,
B = —sinf,sinf, (71)
C = —(cosB, + cosB,)

and

a= sinf; (1 -R,)+sinb,cosf; (1 +R,)
b = sinf,sinf; (1 +R,) (72)
c= cosB,(1+R,)—cosO; (1 —R,)

These coefficients are constant when the reflection coefficient is independent of
position along the surface, which is a condition we assume in our analysis for each
facet comprising the sea surface.

The integrated response is equivalent to summing the response from spherically
spreading secondary sources from all points on the surface, where the amplitude
response is determined by the local surface gradient and the phase response by the
surface height (i.e,, the path length). The general result for the field scattered from a
rough surface, including the edge terms, may be written as [38]

- ikr
Yie(r) = 2F(01,6,,65) | e*P@o¥o) dx, dy, + 1, (73)
4nr Su
F (6,6 9)_1(Aa+Bb+ ) (74)
L N
¢(xo:)’o) = Ax, + By, + Ch(xo::)’o) (75)
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and edge effects given by:

‘ ¢e=
—ike*T ria . .
_— kp(X,yo) . pikp(—X,y0)
anr kcf (e € ) ¥, (76)

ib . .
o f (e*60xa0) — pikd(xo1)) dxo]

This is the form that is widely used in literature where the edge terms are usually
neglected. Since the edge terms are negligible only close to the specular direction,
the edge terms should be included for other directions [38]. Nevertheless, edge
effect terms will be neglected in our analysis to reduce the complexity of the
numerical analysis. Generally, Kirchhoff Theory is recognized to be tractable when
the following are satisfied [38]:

1) Scattering is in the far field
2) The incident wave is planar and monochromatic

3) The reflection coefficient is constant or slowly varying over the scattering
surface

4) The dimensions of the scattering surface are much greater than the surface
correlation length

2. Kirchhoff Theory: Vector Wave Scattering
When polarization coupling occurs, vector wave theory applies, and under far-field
assumptions, the scattered field may be written in vector notation as:

ES“(r) =

o Lkr
i —tkse'To 77
e
Anr J

X [(n, - E)ksc + (ny A E) Aese — kn(ng A H)]dS(r,)
where 1 = (u/€)*/? . The term n, A H may be written as:

o AH = ko A[(ng AH) ARy ] + [Ky. - (0, A H)Ry, (78)

and components parallel to the wave direction can be neglected.
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The resulting expression for the scattered field in the vector case is given by the
Stratton-Chu equation, which is the form employed in our analysis model:

ik

et - .
ESC(r) = —ik = ksc/\f(no/\E——nksc/\no/\H)e‘”‘SC'TvdS (79)
5]

Here,
n, NE = Einc[(l - RV)(no i Einc)(Einc A e)
+(1 - RV) (no : Einc)(e ’ t)(t A Einc) (80)
+(1 +Ry)(e-t)(n, At)]
and

m,AH = Eine [(1 + RV)(no ’ e)Einc
- +R)(n, ke (81)
+ (Ry + Ry)(t- e)(no : Einc)t]

Table 3 describes the parameters from the equations above.

Table 3. Scattering model parameter description

Param | Description

ESC(r) | Scattered electric field vector at far field location r

ki, | Incident wave vector (transmitter to origin)

ks. | Scattered wave vector (origin to receiver)

T Distance to receiver
2
k Wavenumber k = 7"
e Incident electric field unit vector

E™¢ | Incident electric field magnitude

T, Local surface location

n, Local surface normal (unit vector)

t Local tangential electric field unit vector

Ry Local reflection coefficient (H)

Ry Local reflection coefficient (V)

6, Local incident angle
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tis in the direction tangent to the surface and perpendicular to the plane of
incidence:

i+ koh/ox,

- 82)
[1+ (8h/0x,)?]*/2 4

e is in the direction of the E-field in the transverse plane, n, is the outer surface
normal:

—ioh/dx, + k

L (83)
o =1 ¥ @h/ox,)2 72
and
e €,C0S 0, — /€ 14 — Sin? G, (84)
v €, C0S 0, + /€,y — SiN2 6,
e €rCOSOp — /€1, — SIN2 G,
H € C0S 0, + /€, — sin? G, (85)
with
- (86)
cosf, = —m, - ki
(87)

sin 93 =t ’kinc

To extract the scattered horizontal and vertical polarization components, dot
products are formed between the scattered waves and the unit vectors py and py-:
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E;¢(r) = E5(r) - py (88)

Ei*(r) = E5°(r) - py (89)
where
Py = —isin@; + jcos 6 (90)
py = L cos B, cos B + j cos B, sin B; — ksin 6, (o1
3. Numerical Modeling

In our implementation, the surface integral from Equation (79) is numerically
evaluated using a summation over a surface composed of a grid of facets. Each facet
can be considered as an individual radiator with the composite signal at any far field
location as the sum of the contributions from each facet.

For each facet,

e The local surface normal, n,, is computed based on the gradient of the
surface height model

e The local tangential electric field unit vector, ¢, is computed as the

normalized cross product of n, and kg, (that s, t is perpendicular to both n,,
and kinc)

e The local reflection coefficients, Ry and Ry, are calculated from these vectors
as well as the relative permittivity and permeability of sea water

Thus, for a given incident electric field E™¢ = E™™¢e, the scattered electric field E,
at a location r can be computed as the summation of the re-radiated fields from the
individual facets.
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For low grazing angles and moderate to rough seas, it is possible for the local
incident angle, 8;, for some facets to be greater than 90 deg. This implies that the
incident wave vector is incident on the back side of the facet. Such facets are
removed from the summation, but no other type of shadowing function is presently
implemented.

4. Kirchhoff theory limitations
Kirchhoff theory is exact for surfaces that are infinite, smooth and planar. However,
for finite surfaces, neglect of surface edges introduces inaccuracies caused by edge
diffraction. Accuracy decreases with increasing angle of incidence where diffraction
effects become more dominant.

For rough or non-planar surfaces, the local ‘planar’ assumption becomes increasingly
less accurate with decreasing frequency and with increasing incident or scattered

angles. Global effects such as multiple scattering and self-shadowing often become
more dominant with increasing frequency thus reducing accuracy. Such effects are

most severe at large incident angles. Additionally, accuracy decreases as the ratios

Ao

A . . .
> and ;‘1 decrease, where 1, is the surface correlation length, A is the RF frequency,

and o is the surface standard deviation.

To summarize,

* Accuracy decreases at high incident angles (low grazing angles) where edge
diffraction becomes significant, the local ‘planar’ assumption is least
accurate, and global effects of multiple scattering and shadowing are most
severe.

* Accuracy decreases with increasing surface roughness because the local
planar assumption becomes less accurate and global effects of multiple
scattering and shadowing become more dominant.

» Effects of increasing RF frequency are to increase accuracy of local ‘planar’
assumption, but to decrease accuracy due to neglect of global effects such as
multiple scattering and shadowing,

C. Clutter Statistics
Radar echoes of sea clutter are recognized to depend on many factors, including
(among other factors) the sea state, wind velocities, currents, the grazing angle, the
radar frequency, radar beamwidth and range resolution, and the polarization state

of the transmitter. In this section, various clutter response models and statistics
drawn from literature are presented.
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7, Clutter Power and Trends
The average clutter power is traditionally given by:

_ PGG A%,

=_ttr "¢ (92)
(4ﬂ)3RgLSLC

where P, is the transmit power, G, is the transmit antenna gain, G, is the receive
antenna gain, 4 is the carrier wavelength, R is the range to the clutter cell, L and L
are both losses, and o, is the clutter radar cross section (clutter backscatter). The
clutter backscatter, o, is the product of the clutter reflectivity, 6, (m2/m?), and the
illuminated area. One empirical model for the reflectivity that is polarization-
dependent (HH and VV components) has been proposed in [74] for low grazing
angles:

c

Opy =
(c3 +cpa)logyo f
1+ ca+cgSS

— CTI (93)
+ ¢; (1 + §§)2+ceatcoss  (dB)

¢y + ¢y logio(sina) +

here
SS§ = sea state
a = grazing angle
f = frequency
The constants associated with the model are listed in Table 4.

Table 4. Constants used in empirical sea clutter model

Polarization
Constants H \Y
cl -72.76 -48.56
c2 21.11 26.30
c3 24.78 29.05
c4 4917 -0.5183
c5 0.6216 1.057
c6 -0.02949 | 0.04839
c7 26.19 21.37
c8 0.09345 | 0.07466
c9 0.05031 | 0.04623
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In other literature, three distinct regions describing the behavior of sea clutter
versus grazing angles exist, as shown in Figure 29 [21]. In the quasi-specular region
near vertical incidence, the echo tends to be large (e.g.,, between 0 dB and 10 dB for
medium seas). Below some grazing angle there will be little significant specular
return from the facets constituting the surface of the sea [21]. The plateau region
applies to grazing angles below those producing quasi specular reflection from
facets. At very low grazing angles (several degrees or less), sea clutter RCS
decreases rapidly with decreasing angle. Below the critical angle, the RCS varies as
the fourth power of the grazing angle.

20 PR S =1 =1

o 1 Y N T (NN (IS NN SN O [

@ 20 30 40 50 60 70 80 90
GRAZING ANGLE (DEGREES)

Figure 29. Sea clutter response as a function of grazing angle and for different transmit polarizations (from [21])

Employing the reflectivity model above for the sea state corresponding to SS= 4, we
find the predicted reflectivity as a function of grazing angles for different
frequencies. We find that the predicted values correlate well with the above figure
for lower grazing angles, which was expected since this was the regime where the
equations were designed to hold.
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General trends reported in Skolnik also suggest that for a calm sea, the radar echo is
small (except near normal incidence). But as the winds increase above 5 to 10
knots, the sea echo increases [21]. These trends are also evidenced by the above
reflectivity equation. Plots for SS= 0 are shown below, and may be compared with
the Figure above for SS=4 at the low grazing angles. A significant reduction in
reflectivity for a calm sea state is indicated.
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Radar resolution also impacts the observed statistics. For low resolution radar,
clutter tends to be distributed in range with little variation about the mean values.
Over time scales on the order of 0.1s, the return intensity is distributed according to
an exponential distribution (Rayleigh amplitude). Clutter has a fairly short temporal
decorrelation period - approximately 10 ms. For a radar employing frequency
agility with deviations exceeding the transmitted pulse bandwidth, the pulses are
decorrelated from pulse to pulse [56].

The trends are different for high resolution radar. As the cell size is reduced, sea
spikes become prevalent that vary in time and stand out from the background
response. These spikes occur for both polarizations, but is more evident for H at
small grazing angles. They usually extend one pulse length in range and one
beamwidth in azimuth and can remain for around 10s. They are usually fixed in
position, except for a drift in the direction of the swell and sea waves [4][75].

Intensity statistics have a dependence on the sea state and the swell direction. Sea
swells modulate the intensity in a manner that is correlated in space and time. The
intensity is sometimes modeled as a Gamma distribution [56]. The response from
capillary waves is modeled as Rayleigh with short correlation times/lengths.
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Figure 30. Measured intensity (from [56])

2. Clutter Spectrum
When averaged over long time scales, the Doppler spectrum is of a consistent shape.
However, when averaged over medium time scales (~1s), the spectrum has
significant structure changes with time [56]. A simple empirical expression for the
average spectrum that is commonly cited is:

S(f) = Af—se—B(g/Zn'Uf)4 (94)

where g is the acceleration due to gravity, U is the wind speed, and A and B are
empirical constants. A polarization dependence in the spectrum does exist. The HH
component tends to be associated with higher-velocity responses, and so

corresponding Doppler shifts and Doppler spreads are approximately twice that of
the VV component.

3 Other Polarization-Based Clutter Response Characterizations
A wealth of experimental investigations have been performed to characterize sea

clutter, including polarization-dependent effects. Various trends have been
reported, including:

» The average clutter strength increases with grazing angle and with wind
speed (as has already been discussed) and is generally larger for VV than for
HH. This difference can be extreme in calm seas (e.g., as much as 20-30 dB),
but decreases as the sea becomes more rough. The differences diminish as
the grazing angle approaches normal. Usually the clutter strength is
strongest in the upwind/downwind directions. Atlow grazing angles,
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spikiness tends to occur and is more prevalent in the HH component. The
cross-polarized response is usually much less than the co-polarized
response. In one experiment the differences between the co- and cross-
polarized response ranged between 3dB and 24 dB.

e Lower resolution modes with V-pol leads to Rayleigh statistics, whereas at
higher resolutions, the statistics are non-Rayleigh. At high resolution with H-
pol the statistical models are lognormal.

e Atgrazing angles above 60 degrees, very little difference is noted in the sea
clutter response for different polarizations. Atlow grazing angles, there can
be significant differences [21].

* The critical angle is polarization-dependent (page 26).

e The CPR (Polarization Ratio) is less at X band than at L band. Note that VH
and HV are usually not characterized, although these could be important in
PMD representations.

e CPRincreases with decreasing sea roughness. The maximum ratio can occur
at angles as large as 30 degrees. The angle of maximum ratio decreases with
decreasing sea state [22].

As evidenced by some of the items above, polarization dependencies in literature
are largely reported in a transmit-diversity sense, where intrapulse polarization-
frequency behavior of the received echoes is not characterized. By employing
coherent measurements between dual-polarized channels, characterizations of
these intrapulse polarization-frequency behaviors of sea clutter are possible that
may lead to new target detection and identification capabilities. In other words,
because the echoes will have delay spread (e.g. from distributed clutter and/or
target scattering centers) and polarization-diverse muitipath components, the
returns will exhibit polarization mode dispersion, or a spread in polarization versus
frequency, which has potential to be exploited.

Itis clearly important to accurately characterize PMD responses of both sea clutter
and of targets for the analysis, features that heretofore have not been measured. Qur
analysis approach is based on the use of numerical electromagnetic scattering
characterizations from a dynamic sea surface model, where statistical models are
applied to reflect major trends that have been observed and reported in literature.
Additionally, for future model development we anticipate updating the model as
appropriate to reflect experimental results that are measured in our research
efforts. The current approach has limitations, but it appears to be a good starting
point in our study to capture the space-frequency-time-polarization correlations
needed in our modeling. The approach enables characterizations of HH, VV, HV, and
VH responses as well as the corresponding PMD responses.
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D. Selected Kirchhoff model results

Figure 31 shows the model results (scattering coefficient magnitude) as a function
of time for a monostatic radar under various conditions. For the top row of plots, the
incident angle is 89 degrees (near grazing), while for the bottom row, the incident
angle is 10 degrees (near normal). The 3 columns show results for 3 wind speeds (0,
2,and 10 m/s). Each plot includes four traces identified as VV, HH, VH, and HV
where the first letter denotes the receive polarization and the second letter denotes
the transmit polarization.
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Figure 31. Sample results (monostatic)

For the case of no wind (left-most column of plots), the magnitude is constant
versus time as expected. For this special case, the sea is completely flat such that the
local incident angle for each facet matches the global incident angle. Therefore, the
scattering from each facet is the same such that the overall response matches the
reflection coefficients Ry and Ry. Figure 32 shows the reflection coefficient
magnitude as a function of local incident angle for a relative permittivity value of
72.4-j216.7. Note that at 89 degrees, the Ry, magnitude is approximately -3.7 dB.
This matches the difference in HH & VV magnitude shown in the top left plot of
Figure 31.
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Figure 32. Reflection coefficients versus incident angle

Referring back to Figure 31, there are several observations:

For the top row of plots (incident angle of 89 deg), note that for all wind
conditions, the HH magnitude always exceeds the VV magnitude. This differs
from observations and measurements reported in literature in which the VV
magnitude often exceeds the HH magnitude at low-to-medium grazing angles
in calm to moderate seas.

VH and HV are identical in all plots. This shows that for the monostatic case,
the model reproduces reciprocal results as expected.

For the cases of wind at 2 and 10 m/s, there is a strong correlation between
HH and VV.

Atincident angle of 10 deg, HH and VV are approximately equal in magnitude

as expected, but there is an unexpected near-perfect correlation between HH
and VV

Figure 33 shows the received power as a function of incident angle for a monostatic
system and wind speed of 10 m/s. This is analogous to a “relative” RCS
measurement (it is relative since the received power has not been normalized for
path losses and illumination area). Note the negative slope for HH and VV such that
maximum power occurs at vertical incidence (0 deg) and minimum power occurs at

grazing incidence (90 deg). However, note that HH power exceeds VV power for all
angles, contrary to published measurements.
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Figure 33. Relative RCS versus incident angle

Compare these results (Figure 33) to trends shown in Figure 29. Although the ‘x’
axes are complements of each other, it is clear that the power decreases in a similar
fashion when going from the normal incidence to about 45 degrees incidence
representing the normal and plateau regions. However, Figure 33 shows no sharp
drop in power at very low grazing angles as in Figure 29.

In order to address the issues mentioned above, the model was extended to

incorporate statistical models borrowed from polarization-MIMO communications
work.

E. Model extension

The EM scattering model described in the previous section has some characteristics
that require further investigation. First, the magnitude of the HH response generally
is equal to or greater than the magnitude of the VV response. This differs from
observations and measurements reported in literature [41] in which the VV
magnitude generally exceeds the HH magnitude at low grazing angles in calm to
moderate seas. Second, there is generally a strong correlation between HH and VV
magnitudes. Finally, using current numerical models, for a given sea surface
realization, the EM response is deterministic (i.e., there are no statistical variations).
A statistical response, however, is desirable, where the statistics should correlate
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with those observed in practice. Previous statistical channel modeling work in the
area of polarization-MIMO communications [76] utilized models exhibiting
frequency-selective full-polarization responses with impulse response delay
components exhibiting both fixed component and fluctuating component
characteristics. The form of these propagation models have been adopted in our
research. The resulting channel matrices defining the polarimetric responses are
asymmetrical with regards to HH and VV average power responses, and also the
HH/HV and the VV/VH average power responses. Moreover, the various
polarization responses may or may not be correlated, and the degree of polarization
can be accommodated by the modeling approach.

As aresult, we extended the EM scattering model presented above to include a
‘fluctuating component’ on each channel (HH, VV, HV, and VH), where the relative
contribution of the deterministic and fluctuating components can be controlled.
Therefore, the model can produce results with the expected behavior of VV
magnitude exceeding HH magnitude and with varying degrees of correlation
between HH and VV responses.

The model extensions incorporate statistical models borrowed from polarization-
MIMO communications work. Specifically, the model was updated to include a
‘fluctuating component’ on each channel (HH, VV, HV, and VH). The updated model
includes weighting factors, K, to adjust the relative contribution of the non-
fluctuating component (Kirchhoff) and the fluctuating extension. A large K factor
(relative to unity) emphasizes the original Kirchhoff component while a small K
factor emphasizes the fluctuating extension.

As part of future research efforts, several experiments will be conducted to better
understand scattering characteristics such as HH / VV correlation (especially at near
normal incidence) and HV / VH reciprocity which degrades as a function of the
bistatic angle between transmitter and receiver. These experimental results will be
used to support improvements / extensions to the sea reflectivity model.
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Figure 34 includes 6 plots showing the model results as a function of K. The upper
left plot shows the original Ogilvy implementation (effectively, K=20). The
remaining plots going across the top row and then continuing across the bottom

row show results for decreasing values of K (Parameters: Incident angle: 89 deg;
Wind speed: 2 m/s)
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Figure 34. Sample results with extended model

With K=1e6, the plot (upper middle) is almost identical to the original Kirchhoff
model results (as expected). With K=100 (upper right), the co-pol traces are largely
unchanged, but the cross-pol results are already impacted by the fluctuating
component. With K=1 (lower left), the co-pol magnitudes are nearly equal. Thus,
the CPR of 10 dB (VV/HH) has nearly exactly “compensated” for the fact that
Kirchhoff model results show HH/VV at about 10 dB. With K=0.01 (lower middle) or
K=1e-6 (lower right), it appears that the fluctuating component is dominant in all
plots. Also, the relative powers among VV/HH/VH/HV all match the input
parameters shown in the plot title.
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V.  SYSTEM MODELING

Section IV described the electromagnetic scattering model used to model scattering
from the sea surface. In this section, we describe the overall radar model, including
parametric control, as well as a simple target model. Combined, these models
provide the means to simulate and analyze various target detection and
identification algorithms.

A. Radar Model
The radar model consists of a transmitter and receiver to simulate both monostatic
and bistatic systems. Specifically, we are interested in the cases of monostatic
systems at both low grazing angles as well as near-normal incidence and bistatic
systems at low grazing angles. All of the scattering models are implemented as
bistatic models - monostatic is simply a specific case of the bistatic model.

The radar processing is segmented into distinct radar cells. The number of radar
cells is selectable in both the down range and cross range dimensions. In our
simulation results, the number of cells in each dimension is typically three
indicating a three by three grid of radar cells. The target is always placed in the
center cell. Most of the results show comparisons between the response of the
center radar cell (including the target) to the surrounding radar cells (clutter only).

The size of each radar cell is determined by both the antenna beam width and the
range cell size (set equal to the pulse width). The down range cell size is dependent
upon both the beam width and the range cell size whereas the cross range cell size is
only dependent upon the beam width.

The radar waveform is modeled as a summation of equally spaced tones where the
tone spacing is set by the pulse repetition frequency and the bandwidth is
proportional to the inverse of the pulse width. Because the scattering model is a
linear system, each of the tones can be processed individually such that the
composite output signal is the summation of the individually processed tones.

Both transmit and receive antennas are modeled as dual-polarization (H/V)
antennas, providing a full polarization characterization that is preserved throughout
the various scattering models (sea clutter and target models). The antenna pattern
is modeled as a main-beam only sinc pattern. This pattern is used as a “weighting”
to the signal incident on the facets of the sea clutter model. Additionally, the beam
width is used to determine the radar cell size as mentioned above.

PMD signal processing consists of calculating the Stokes parameters at each PRF
line, providing the PMD representation. Additional processing consists of
calculation of transfer gains for each PRF line, leading to Jones matrix and Mueller
matrix characterizations. As part of the PMD response analysis, statistics are
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computed versus time, space, frequency, and polarization. Additionally frequency
domain analysis is employed to estimate attitude rates.

B. Target Model

The target is modeled as N dipoles with random position (within a volume),
orientation, and reflection coefficient.

Figure 35 depicts a sample target model consisting of 10 dipoles and a target size of
200 by 20 by 10 feet (the axes units are meters). In this figure, each dipole is
represented by two end points and a line connecting them. The position of a dipole
is the midpoint of the line. The orientation of a dipole is indicated by the orientation
of the line. The reflection magnitude of the dipole is indicated by the length of the
line.

Orpols bacatinng

Figure 35. Illustration of multiple dipole target model

The overall target model can be set to arbitrary roll, pitch, & yaw such that the N
dipoles’ position and orientation is accordingly updated.

The overall scattering matrix for the N dipole model is computed as the sum of the
individual scattering matrices for each of the individual dipoles.

1 Scattering matrix for an individual dipole

The dipole gain, G, is a function of the signal direction k and the electric field vector
e[77].

where
d is the dipole orientation vector

I is the signal propagation vector (incident or scattered)
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e is the electric field vector (incident or scattered, H or V)

Figure 36 shows the antenna patterns, Gp, for a dipole oriented along the X’ axis.
Note that the H pattern has zero gain along the ‘x’ axis (y=0) when viewed from
above. Note that the V pattern has zero gain for any direction in the x-y plane when
z=0.

" -
1 02 . i o

Figure 36. Individual dipole antenna pattern (dipole oriented along 'x' axis)

The dipole phase, ¢, is computed based on path length for each dipole location .
¢D F— ej(ki_ks)'r

In calculating the overall signal reflection magnitude for a given dipole, the antenna

pattern of the dipole is applied twice, once in the TX antenna direction and once in

the RX antenna direction (these will be the same for the monostatic case).

Additionally, each dipole is assigned a random complex reflection coefficient, T,

which has normal distribution (zero mean, unity standard deviation) for both the
real and imaginary components.

By calculating G, for all 4 combinations of incident and scattered H and V, we can
determine the dipole 2 by 2 scattering matrix, G;

. GD (Es' éhs)GD (_Ei: _éhi) GD (Es; éhs)GD (_Ei; évi)
_Ei év

= s - * Il (ki—ks)r
GD (ks' evs)GD (_kiv _ehi) GD (ks‘ evs)GD( i)

i
where

k; and Es are the incident and scattered wave vectors

@hi» €y, 8ps, and &, are the incident and scattered electric field vectors

1 is the dipole location vector
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I' is the dipole reflection coefficient

2. Scattering matrix for N dipole model
The overall (composite) scattering matrix, G, is the sum of the N individual

scattering matrices.
N
G, = Z G;
i=1

Figure 37 shows the composite pattern (for this 10 dipole example) for wave

vectors in the x-y plane. Note the significant variability as a function of wave vector
angle.

Target RCS HH Target RCS VV
£ 0

180

Figure 37. Composite pattern in x-y plane
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VI.  POLARIZATION-BASED METHODS

In this section we designate the polarization responses using a two-letter moniker,
where, as before, the first letter represents the transmit antenna’s matched
polarization and the second letter represents the receive antenna’s matched
polarization. For convenience, we restrict the matched polarizations of the transmit
and receive antennas to vertical (V) and horizontal (H) polarizations, recognizing
that responses for other polarization states will be linear combinations of these
components.

Polarization-based radar detection is discussed in a large body of literature, for
example, in remote sensing applications [90][91]. Typically, the techniques employ
VV, HH, and sometimes VH and HV intensity characterizations. Researchers have
employed more sophisticated techniques, exploiting the coherence between full-
polarization target responses. For example, in [92], Mueller matrix component
statistics from radar returns are considered for a narrowband formulation. In [72],
Hsu exploits the coherence between full-polarization responses in backscatter
applications. Other work, such as that discussed by Boerner for SAR imaging,
leverages the coherence between full-polarization responses to characterize
responses in terms of descriptors such as the Huynen polarization fork, co/cross
polarization power density plots (van Zyl plots), co/cross polarization phase
correlation plots (Agrawal plots), and lexicographic and Pauli-based covariance
matrices.

While recognition of frequency dependence on a macro scale is well-known (see
references [14, 15, 19] in [6]), the frequency dependence of the polarization state
over the bandwidth of the received signal does not appear to be recognized in radar
literature, and this is the principle phenomenon that our work leverages. Prior
methods, which are based on monochromatic models, are often applied to wideband
channels, and do not consider polarization dispersion. The neglect of PMD by prior
methods limits potential opportunities for new and perhaps improved
characterizations enabled by PMD-based processing. By dividing the received signal
into subbands, a polarization mode dispersion characterization is possible, and the
prior techniques can be applied in each subband, potentially leading to
improvements in characterizations available to those approaches. While we
recognize that gains are possible by integrating PMD-based processing with other
techniques, we focus on approaches that specifically leverage PMD.

A. Prior Art

In our discussion of prior polarization-based sensing approaches, we shall begin
with a brief presentation of the methods discussed in Hsu [72], since these most
closely resemble the technology that we consider. As with traditional polarimetric
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characterizations, Hsu employs a full polarization Sinclair matrix to represent the
polarization behavior associated with target reflections,

_ [Shh Shv]

Svh Swy (95)

The monostatic case is considered along with a reciprocal target, and so the
scattering coefficients sy, and spy are equal. For targets that are not reciprocal in this
manner, for example targets with ferrites, this relationship does not hold true.
Assuming symmetric VV and HH responses, the clutter plus noise covariance matrix
takes on the following symmetric form:

R = E[x,(k)x" (k)] = o2 [\/;6 \/?] + ol (96)

The signal covariance may be then computed for each of the distinct signal
components

th = [xhhi xhvi xvvi]H[xhhj xhvj xvvj]T
L=k 47
i,j#0
and a detection metric can be formed from the covariance matrix.
Moo = [Xnn  Xnw xw]Rﬁl} Xhn Xnw  Xow]T (98)

We note here that the indicated processing leverages the coherence between the VV,
HV, and HH components to arrive at a detection metric. The approach is shown to
achieve improved detection over common diversity approaches, and the results
from the paper are shown below in Figure 38:
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Figure 38. Improved detection results leveraging coherence between VV, HV, and HH (from[72])

Our approach leverages coherence between all of the components, including for
asymmetric co-polarized power responses and for non-reciprocal targets, but in a
different manner. In particular, we characterize the responses as a function of the
subbands of the signal, which are distinct due to polarization mode dispersion
induced by the propagation channel. Prior works have apparently not considered
this phenomenon. A useful feature is that PMD characterizations can be made for
arbitrary transmit polarizations but require the use of orthogonally polarized signal
components at the receiver to measure the resultant PMD. Hence characterizations
are applicable to systems using a single transmit polarization or to systems using
multiple polarizations, such as for full-polarization characterizations. In the radar
problem, we use PMD characterization to compute measures based on coherent
ratios between multiple pairs of transmit/receiver polarization components.
Assuming V and H transmissions and a V and H polarization basis at the receiver, we
utilize PMD derived from VV and VH measurements as well as from HV and HH
measurements. Note that due to radar coherency, measures based on the coherency
between HH and VV are possible in the backscatter (monostatic) formulation. Using
appropriate transmission waveforms, coherency between the VV and HH responses
is also possible in the bistatic case, and such methods will be explored in our future
analysis. This pair may be of particular interest because the difference in power
between these modes is expected to be small, which may not be true for other pairs
of signals. In section X, we discuss a potential approach to efficiently acquire a full-
polarization PMD matrix estimate for bistatic characterizations.

Finally, the VH and HV pair is considered. An interesting feature in the monostatic
case is that for reciprocal targets, HV and VH are the same, suggesting that if the
target is not reciprocal, the response may provide an indication of the presence of a
target with nonreciprocal features. This pair is expected to gauge channel
reciprocity in the monostatic case and may provide detectable features when echoes
from a nonreciprocal target exist. However this pair is expected to suffer from the
lowest SNR of all of the pairings considered.

77



A key difference between the Hsu processing and our processing is the narrowband
representation applied by Hsu. Because he employs a narrowband scattering
representation, his approach, when applied to a wideband channel, leads to a loss in
the degree of polarization of the signal at the receiver. In contrast, we assume a
wideband target representation and employ PMD techniques to characterize the
target response in a manner that is largely void of loss of degree of polarization.

Poelman

Another paper from the survey dealing with polarization-based suppression
motivates the use of two technologies that are enabled by PMD-based processing. In
[73], polarization processing is described to increase the SINR through two
mechanisms: adaptive transmission and polarization-based suppression at the
receiver. The concept, which is illustrated in Figure 39 (taken from [73]), shows
that the transmit signal polarization is set to minimize the unpolarized component,
while the receive polarization is set orthogonal to the polarization of the completely
polarized component.
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Figure 39. Adaptive transmission and polarization-based suppression at the receiver

As with Hsu, the approach is based on a narrowband representation of the target
using a Sinclair matrix.

[H —H H- V] il ayyexp(jayy) ayxexp(jayx)
V—-H V-V = ayxexp(iayx) axxexp(jaxx) (99)

More effective control of the transmit polarization would be possible by adjusting
the polarization as a function of the frequency component of the transmitted signal
[11]. Also, the methods described in [9][10] could also more effectively suppress
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the interference using polarization-based processing that is subband dependent
[48], instead of the single-band approach that is used by Poelman.

Margarit

A final work identified in the survey that has significant relevance discusses
polarimetric SAR-based characterizations of ships [54]. The detection technique
considered in the work is based on the supposition that with sufficient spatial
resolution, ships may be characterized by a particular spatial arrangement and
polarization state distribution of dominant scattering centers, where the
polarization-sensitive response is determined in terms of so-called permanent
polarimetric scatterers (PePs). The author states that robust classification is
possible using quad-pol imagery, and demonstrates results using a scene of 60 x 60
m? based on quarter wavelength facets and different Pauli mechanisms (trihedral,
dihedral, and antisymmetric) as targets. The approach requires high resolution to
resolve PePs for classification and uses comparisons of Sinclair representations.

In contrast to this approach, which characterizes individual scatterers, our approach
relies on a time-dispersed target model, capturing coherent returns from a
collection of target scatterers within a range cell. PMD-based detection algorithms
are then applicable for both detection and identification purposes.

In summary, existing polarization-based models/measurements that we found in
literature do not attempt to characterize or leverage the primary phenomenon that
we intend to exploit, polarization dispersion. While prior methods do employ
coherent processing of the signals associated with a full-polarization representation,
narrowband representations are apparently exclusively applied. Wideband
representations based on PMD characterization are not used to support either
detection or identification. In contrast, our approach is based on a wideband
representations using PMD. The consideration of PMD characterizations appears to
be new in radar applications.

Recent PMD-based technology developments to date in space-polarization MIMO
communications and remote sensing applications can potentially be leveraged for
radar applications. For example, forward scattering models developed for remote
sensing may be of use in electromagnetic propagation modeling. Also, techniques
applied in remote sensing may provide an ability to detect attitude rates of a target,
assuming the rates are sufficiently different. Other unique detection techniques are
anticipated as the research continues. In the next section, before describing these
techniques, we describe the PMD technology.
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B. PMD CHARACTERIZATION

s Polarization Representation on the Poincare Sphere
We employ the Poincare sphere to represent the polarization state of the received
signal. Every point on the sphere corresponds to a unique polarization state, and all
polarization states can be uniquely represented. The poles represent the circular
polarizations, the equator represents the linear polarizations, and the states in-
between represent elliptical polarizations. Although a number of schemes to
represent polarization on the sphere are discussed in literature, we utilize Stokes
parameters, denoted as So, S1, Sz, and S3. The So term is used to represent the power
of the signal, whereas S1, Sz, and S3 provide Cartesian components relative to the
origin of the sphere, where Sy, Sz, and Sz are components aligned with H, S45, and
LHC, respectively. As noted in the Figure 40, V is represented by Si=-1, S2 = S3 = 0.
Representations for other polarization states are also shown.
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Figure 40. Poincare sphere polarization representation
i Introduction to Polarization Mode Dispersion Phenomenon

Polarization mode dispersion is a phenomenon that results in a spreading of the
polarization state at the receiver as a function of the frequency components of the
received signal. PMD results in part from a group delay difference between the
polarization components of the received signal and also depends on the signal
bandwidth and the transmit polarization. On the sphere, PMD appears as a
continuous curve on the sphere. PMD is well known in the optical fiber community,
where input to output models have been proposed to help characterize polarization
effects in optical fiber. The representations were based on a principle state of
polarization, and a rotation about this principal state, as shown in Figure 41 [24].

80



Poincare Sphere
Representation

Figure 41. Principal state of polarization used in optical fiber communications

In optical fiber communications, the group delay differences between polarization
components occur due to birefringences in the fiber, resulting in asymmetric
propagation properties of the orthogonally-polarized signal components. More
recently, PMD has been recognized to occur in RF channels [25]. Namely, since
about 2006, RF propagation channels (which would include forward scatter and
backscatter channels) were observed to exhibit PMD and PDL, albeit through
different propagation phenomena than in optical fiber channels, and that these
behaviors can be represented using a similar input/output perspective [25][26].

Group delay asymmetries exist in RF channels, leading to PMD. It has been shown
that PMD will exist in wireless channels if the channel is temporally dispersive and if
the channel exhibits depolarization. An example of PMD from wireless
measurements is shown in Figure 42. The experiment employed a 10 MHz transmit
signal in an indoor propagation channel.

Figure 42. Polarization mode dispersion from indoor measurements using a 10 MHz transmit signal bandwidth

The PMD response is color coded according to contiguous 1 MHz subbands. We
note that the particular response can be characterized as a rotation about a
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principal state of polarization, similar to those described in optical fiber
communications literature. This response is indicative of a two path response, in
this case a LOS component and a single major multipath component. More
complicated multipath structures leads to more complicated PMD responses, as
evidenced in Figure 43.

Poincare Sphere Representation
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Figure 43. PMD response from a 75 MHz transmit signal bandwidth in an outdoor channel

A second channe] impairment that is incurred in multipath channels is polarization
dependent loss (PDL), which defines the polarization-sensitive power coupling
behavior of the channel. PDL for the kt: subcarrier is defined as

A
PDLy. = 10logyo 5"

k,min

(100)

where Ay may and Ay i, are the maximum and minimum eigenvalues associated
with the matrix HH{ for subcarrier k [36], respectively. The magnitude of the PDL
associated with each subcarrier is dictated by eigenvalues of the subcarrier channel
matrix and the polarization state of the transmitted signal relative to the associated
polarization eigenmodes. For each subcarrier, there exists a specific polarization
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state that optimizes power transfer through the given multipath channel, a behavior
that may be predicted through PDL characterizations. An example of the power
coupling dependency on transmit polarization for a particular subcarrier is
illustrated in Figure 44, where the dark spot on the Poincare sphere corresponds to
the transmit polarization yielding maximum power transfer through the channel. In
general, the transmit polarization state optimizing power transfer will be a function
of frequency. It follows that gains will accrue through use of adaptive polarization,
since the transmit polarization can be adjusted to achieve the state leading to the
maximum power transfer. We also note that they can also be adjusted adaptively for
other reasons, e.g., to enhance clutter mitigation.

Figure 44. Polarization dependent loss

This figure shows that for a given subcarrier, the power transferred to the receiver is dependent
upon the polarization of the transmitted signal. By selecting the polarization state that maximizes
the power transfer for each subcarrier, the signal power transferred through the channel may be
optimized.

3. Input-to-Output Polarization Response Model
The polarimetric modeling that we employed involves the characterization of the
input-to-output polarization response of the seaborne clutter as a function of the
frequency subbands of the transmit signal, which may be accomplished through
PMD and PDL characterizations. The response depends on the transmit polarization
as illustrated in Figure 45, which shows measured PMD characterizations derived
from measurements between stationary vehicles conducted in an urban setting.
Each Poincare sphere in the figure is associated with a different transmit
polarization: right hand circular (RHC), left hand circular (LHC) and vertical
polarizations. The polarization states of the corresponding received signal are
plotted on the Poincare sphere as a function of frequency. Due to the wide variation
in the polarization state as a function of frequency evidenced in these plots, single-
polarized receive antennas will experience substantial power coupling loss as a
function of frequency. This can be averted through the use of adaptive polarization
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transmission techniques to optimize power coupling from transmit to receiver, and
through the use of dual-polarized antennas at the receiver to capture energy using
two orthogonally-polarized modes. However, receivers that only process the full-
band signal without subbanding can experience significant loss of degree of
polarization relative to subbanded systems, so that the measured polarization state
is not well-defined. Therefore use of subbanded architectures is preferred to
accommodate PMD behavior and achieve enhanced system performance.
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Figure 45. Examples of measured PMD trajectories for different transmission polarizations using a 70 MHz
bandwidth signal
4. Time-Dispersive Response Model

a) Modified Sinclair Matrix
To represent clutter and target responses in a manner that enables PMD
characterizations, we turn to the Sinclair matrix [6], which is often employed to
represent polarimetric backscatter in remote sensing applications. However, we
propose a modified representation to accommodate PMD-based modeling.
Conventional Sinclair models generally treat the target response within a resolution
cell as a flat-faded response (e.g., zero delay between reflected components). A
backscatter formulation using a Sinclair matrix, S, is of the form:

o [q ] 4nr[ H ] il 1rsue_jkr (101)

Many examples of the use of the Sinclair matrix are presented in literature.
Conventional formulations do not attempt to explicitly reflect frequency
dependencies in the channel backscatter. We propose to modify the conventional
representation by integrating a distributed clutter/target representation comprised
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of multiple time-dispersed reflections. The revised scattering matrix formulation is
given by:

N M
Z sTxS(t — t5)elomh Z Sm 6(t — r},’l)ej“”?n
o= 7| )
a1  4anr| il u’
Z SWES(t — 1X)e/wTh Z Sm” 8(t — T,{l)ej“”yn
‘n=1 m=1
- N M (102)
Z SEEY*(t — tX)eloTh 4 Z spyu? (t —12)elomm
IR B m=1
T Amri N M
Z SWEYX(t — TX)e/oTh 4 Z smYu¥(t — T%’l)ej“”fn
ey m=1

The resulting delay spread yields a frequency-selective target response that more
adequately reflects scattering phenomenology associated with distributed sea
clutter and a distributed target. It has been shown [11] that PMD occurs only if the
reflections are time-dispersive and polarization diverse. To see this, the
polarization basis can be selected to enable the following representation:

N+M
: hy Z gt (¢ —14)e/%
[v" (t,w)} _ g=1
v (t, w) hy , . 103
hy z (ag + B (t —74)e/%s 4o
g=1
Without delay spread (where 1 = 1 for all g), one obtains
N+M
] R uX (8 —1)elwT Z a,
[vx (t:w):| - g=1
v’ (t, w) gt (104)

hi’,ux’ (t —t)elor Z (ag +4,)
g=1
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and the output polarization is seen to be independent of frequency. It is also
observed that without polarization-diverse multipath (A = 0), the output
polarization is independent of frequency:

N+M

! I3 0
h¥ Z agu* (t—1,)e/*%
g=1
N+M
!

R agu (e ~1,)e

g=1

[v" ’ (t, a))]

vy’ (t,w) (105)

In fact, PMD occurs only if the delay spread is nonzero and if the multipath is
polarization-diverse.

b) PMD Modeling Theory
Key attributes of polarimetric propagation channels that can be leveraged by a
polarimetric receiver system include the polarization dispersion behavior of the
channel, the polarization dependent loss, and the polarization mode fading
statistics. In this subsection, we briefly describe the polarimetric framework
relevant to the study. The model described below, which was developed for
communications applications, has been modified for both forward scatter and
backscatter radar formulations to accommodate Doppler spread in the channel
matrix components that are introduced through path-dependent Doppler shifts. We
assume the clutter response and the target response can be modeled as a frequency-
selective L-tap multipath fading channel with contiguous subchannels in frequency
that are time-invariant over the coherence time interval [35]. The pseudo-
stationary response may be defined by the channel matrix [11]

h(t, w)

N N
P X i ed i Y o ed
Z hﬁv(?(t — T,’f)e]“”" e}ann t Z h,J;US(t - Tr){)e]wrneﬂnfn t
n=1 =

— n=1

| N N (106)
A G R AT G P P
n=1 n=1
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where N is the number of multipaths, tf < T,L is the propagation delay associated
with the r'h propagation path for the p-polarized components, T; is the tap delay, and
hij is a complex channel gain between the input signal vector component i and the
output signal vector component j for the rt" propagation path. Assuming the
transmission of a signal vector, u(t), where the vector elements correspond to

orthogonal polarization components, the time-domain signal at the output of the
channel is given by

o)

v(t a))] f
1 = h(t, w)u (t — 1, w)dr
] = [ n@oyu -0
—0o0
N M
Z RXVUX (¢ — TF)el@Thel2nfit 4 z Ry (& — T,’,’l)ej“”fneﬂ”ffft
— | n=1 m=1 (107)
= w M
Z REW U (L — TX)elwTh g /2Rt 4 Z hoy u¥ (¢ — T,J,’l)ejmryneﬂ”f#t
n=1 m=1

which has the form of the modified Sinclair model that was introduced earlier. We
reiterate that PMD exists only if polarization-distinct multipath components exhibit
differential delay. Under these conditions, which are usually present in multipath
channels, the channel is said to exhibit polarization mode dispersion. Because the
received signal will have frequency-dependent polarization, the power that couples
into any one receive antenna will generally be frequency dependent.

Over the coherence time interval, which will be related to the Doppler spread, the
channel transfer function associated with subcarrier k may be represented by the
pseudo-stationary matrix Hy, where

XV yv
Hk(t)=f(h<t,w))|k=[”" ® Hy (t)],k=0,1,...,1< (108)

HZ (8)  HR™ ()

and ' (h(t, )|k indicates the k*! subcarrier of the K-point FFT of each element of

h(t,w). The superscript pairs in the matrix entries correspond to the transmit and
receive polarization basis components, respectively. We assume that K is selected
so that the channel exhibits flat fading in each sub-carrier of bandwidth (KT)1 Hz.
Using a frequency-domain representation, the polarization state of subcarrier k of
the received signal may be represented by the vector
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(109)

o UX(t
V(D) = [“,/:Ev((?) = e H (DU (t) = o Hy () [U:%Eti]

where ax is a normalization constant to synthesize a unit magnitude Jones vector,
Ue(D)= F (), U ()= F (u*(£))|x and U ()= F (w(t))|x. The corresponding
Stokes vector, S, (t,k) may be obtained from Vi(t) using

J11 (6 k) + T2 (8, K)
jll(t' k) _]22(t' k)
T2 (6 1)]21 (k) + J21 (¢, k)12 (8 k) (010)
j(]12 (t, k)];l(t' k) _121(t' k)]fz (t' k))

S, (k)=

where

_ k) Ja(t k)] _
J(t, k) = [Ii i JZ(L k)] =E [Vi (VI (0] (111)

The set consisting of the S,(t k) for k=0,1, .., K-1 is the PMD response that forms
the basis of the PMD modeling approach.

To develop a PMD-centric formulation, we treat the sea as a collection of facets, each
characterized by a complex reflection coefficient. The relative magnitude and phase
of the coefficient depend on several factors: the surface normal, the dielectric
properties, the propagation distance, the scattering geometry parameters, the
illumination pattern, and associated statistical behaviors and correlations. The
coefficient for each multipath is weighted according to the effective area of the facet,
the antenna pattern gains, and impacts of the waveform to arrive at the responses
for the HH, HV, VH and VV components. The PMD is then characterized for each
signal subband of the transmit signal.

5. Clutter PMD Response Model
These relationships are applied in an example, with a purpose to illustrate the use of
the reflection coefficients to generate an estimate of the polarization mode
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dispersion response. The fundamental theory associated with PMD is described in
[53] [11] and references therein. We utilize this theory to characterize the
polarization-frequency response of the channel.

The path delays associated with each path from the transmitter to the receiver are
computed and the relative amplitudes of the signals are estimated. For this latter
computation, omnidirectional antenna patterns at the receiver and the transmitter
are assumed. Also, relative path losses are neglected since the losses will all be
comparable when the ranges are similar. Finally, effective areas associated with
each scatterer are assigned, where the areas would normally be tied to the ground
surface features, but in our case we simply assign random relative areas (i.e.,
relative reflection powers) to each of the scatterers.

Using the aforementioned models, we derive the transfer functions from a
vertically-polarized transmitter to the receiver, including the VV and the VH
components. These impulse responses have the form:

N
hyy (t) = Z I, 6(t — 1) /27 /nt (112)
n=1
and
N
hyy (t) = Z T, 6(t —1,) /27t (113)
n=1

and the corresponding transfer functions are given by:

N
Hyy (W) = Z [Jye 'm0+ (114)

n=1

and
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N
Hyy(W) = Z I e~ 127 +n)Tn (115)
n=1

where the carrier and absolute phase have been ignored. The transfer functions are
then used to estimate the polarization response as a function of frequency. The
ratio

_Hyw)  ¥hoy e~ 2n(f+/)n

" Hyy(w)  IN_ TR e~ im0+t

(116)

H(w)

provides the relative amplitudes and phases as a function of frequency, and these
are in turn used to find the PMD response. Similarly for Horizontal polarization, the
channel impulse responses, the transfer functions, and the polarization response are
given by:

N
hyu () = Z Iy 6(t —1,) e/2m/nt (117)
n=1
N
hyy (V) = Z [ 6(t — 1,,) e/2/nt (118)
n=1
N
HHH (W) = Z F]_rllHe_iZnU+fn)Tn (119)
n=1

90



N
Hyuy(w) = Z [ye™ 2rU /)t (120)

n=1

and

HHH (W) Zg=1 FITIlHe_izn(f"'fn)Tn
"~ Hyy(w) XN I em2n( 4 )T (121)

H(w)

Resultant PMD responses are plotted on Poincare spheres in Figure 46 for different
transmit polarizations.

Results shown for the static surface, where every

1 grid point reflection is uniformly weighted.
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Figure 46. PMD Responses for V and H Transmissions for a given Sea State

6. Target/Clutter Response Model
A primary goal in this research is to investigate the hypothesis that PMD
characterization can be exploited for improved target detection and identification.
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The approach assumes that the target response can be projected onto a signal
dimension space that is roughly orthogonal from the response of the sea clutter.
The results will depend on the statistics of the scatterers and also on the fact that
the target scatterers remain approximately fixed relative to each other.

Figure 47 illustrates an example of a target that induces a substantive PMD-
response. The target consists of a flat plate conductor and a corner reflector that are
spatially separated by a distance d. The incident RF signal is right-hand circularly
polarized. The return from the reflected plate will yield a left-hand circularly
polarized response whereas the corner reflector will yield a right-hand circularly
polarized response. Since the aggregate signal return consists of time-dispersive
and polarization-diverse responses, the received composite echo will exhibit PMD.

Distance between reflectors

d
. ! M

RHC

b Y RMC

\

RHC

\

2-way propagation delay difference
Alreraft reflector model between the LHC and RHC modes = 2d/
where ¢ = speed of light

Figure 47. Illustration of an extended target leading to a target echo exhibiting polarization mode dispersion

The target detection problem may be recast by separating the response from the

target and the response from the clutter. Assuming a transmit signal s(t) having the
form

s(t) = A(t)el?ft (122)

the orthogonally polarized components of the return may then be expressed as:
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Target Clutter

r(t)

r N N+M .

Z als(t —t,)e/?™fat 4 z ams(t — T () )2 Bmt Tt 45a
__{n=1 m=N+1
- | N N+M

Z als(t — 1,)e/?mfat 4 Z alts(t — 1, (t) )ef2mBfm*fa)t

Ln=1 m=N+1 ¥

Here, the first term represents the target scatterers, which remain fixed relative to
each other over the dwell. The second term represents returns from the sea clutter
scattering centers, which shift in time relative to the target scatterers. We have
assumed a clutter-limited representation and therefore neglect receiver noise.
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VIl.  EXPERIMENTAL AND SIMULATED CLUTTER
CHARACTERIZATIONS

In order to better understand the polarimetric characteristics of the reflectivity
from sea clutter, a series of measurements were undertaken at two campus
locations. The wave tunnel measurements included multiple antenna orientations,
multiple wave types, and both fresh water and salt water. The St Joseph Lake
measurements included both monostatic and bistatic antenna orientations, multiple
frequencies, and multiple waveforms.

The following sections present selected results from these measurements.

A. Wave tunnel measurements
The wave tunnel measurements were undertaken on two occasions: first with the
tank filled with fresh water and later with the tank filled with salt water. The
measurement equipment also differed on the two occasions both in the signal
generation and the signal capture.

Three antenna configurations were used in the wave tunnel measurements. Figure
48 shows a picture of the antenna mounting relative to the wave tunnel for all three
configurations. For the case “monostatic from above (ma)”, both transmit and
receive antennas were mounted directly above the wave tunnel with a near-normal
incident angle. For the case “monostatic grazing (mg)”, the both antennas were
mounted above the wave tunnel at one end and oriented with a near-grazing
incident angle. For the case “bistatic grazing (bg)”, the transmit and receive
antennas were mounted at opposite ends of the wave tunnel (facing each other) and
oriented with a near-grazing incident angle.
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Monostatic
Grazing (mg)

Monostatic from
Above (ma)

Bistatic Grazing
(bg)

Figure 48. Wave tunnel antenna configurations

Measurements were performed for several wave types. Figure 49 and Figure 50
show pictures of a standing wave (SW) and two waves produced by introducing an
obstruction into the water flow: obstruction large wave (OL) and obstruction small
wave (0S). Finally, a moving wave (MW) (not shown) was created by shutting off
the water pump to create a backward traveling wave.
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Standing
Wave (SW)

Figure 49. Standing wave

Obstruction Obstruction
large wave (OL) small wave (0S)

Figure 50. Obstruction waves

Table 5 shows a summary of the measurement conditions for the wave tunnel
measurements.
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Table 5. Wave tunnel measurement details

Fresh water measurements

Salt water measurements

+ 2013-06-10
* Fresh water
* Signal generator
— (isco AP
— WiFi channel 1 (2412
MHz, £10MHz)
* Digitizer
— GaGe 1440020
— Captures: 2 ms, 10 ms, 80
ms
— Sample rate: 200 MSa/s
* Transmit Polarizations
- H,V

» 2013-06-12
¢ Salt water (~2.5% salinity)
* Signal generator
— Agilent E4438C (ESG)
— 20 MHz Pi/4 DQPSK at
2412 MHz
— 20dBm
* Digitizer
— Agilent digitizing
oscilloscope
— Captures: 2.5 sec
— Sample rate: 200 Msa/s
— Rx amplifiers added for
some antenna
configurations
* Transmit Polarizations
— V (Slant 45 for Monostatic
Above)

Figure 51 shows four plots of PMD curves for all wave types for the case of
Monostatic Above. The sampling rate of these curves (100 ms) is coarse so the
transition from one curve to the next is not clear. However, these plots provide a
representative sample of the curves throughout the 2.5 sec data capture. Greater
variability is seen in both the Moving Wave and Obstruction Large Waves where

turbulent flow is visibly evident.
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Figure 51. Sample PMD curves for monostatic above (all wave types)

Figure 52 shows PMD curves for just one wave type (Moving Wave) over four time
segments. This is the same data as shown in the previous figure (upper right plot),
but with a much smaller time interval between curves (8 ns versus 100 ns in the
previous figure). The smaller time interval allows us to follow the changes in the
PMD curves over time. The upper left plot shows the first 25 PMD curves (starting
with dark blue and finishing with dark red). The upper right plot shows the next 25
PMD curves (again starting with dark blue such that this first dark blue curve
follows the dark red curve from the upper left plot). This progression continues
with the lower left and right plots such that the full figure shows a continuum of
PMD curves representing a duration of 800 ms.
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Figure 52. PMD curves, monostatic above, moving wave

Figure 52 shows the PMD centroid (mean value across bandwidth) for all wave
types. Each dot represents the average of a single PMD curve at a given time step.
In these curves the time span is the full duration of the 2.5 second measurement.
Note that for the Obstruction Large Wave case (where turbulent flow is visibly
evident in the previous wave tunnel photographs), the curve appears largely
random. The greatest movement of PMD centroid is seen in the Moving Wave case.

Figure 53. PMD centroid, monostatic above, all wave types
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Figure 54 through Figure 56 show similar results to those presented above, but for
the case of ‘monostatic grazing’ antenna configuration.

Figure 55. PMD curves, monostatic grazing, moving wave
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Figure 56. PMD centroid, monostatic grazing, all wave types

Figure 57 through Figure 59 show similar results to those presented above, but for
the case of ‘bistatic grazing’ antenna configuration.

Figure 57. PMD curves for bistatic grazing (all wave types)

101



Y

\ - +"= === el L & \ .
&\'\ s SN | LT ¥ A M

Figure 58. PMD curves, bistatic grazing, moving wave
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Figure 59. PMD centroid, bistatic grazing, all wave types

In the results presented above, greater variability in the PMD curves were observed
for wave types Moving Wave and Obstruction Large Wave for which the flow was
visibly turbulent. Although not shown in this report, the results for salt water and
fresh water did not differ in any obvious way. However, direct comparisons were
impeded by different measurement setups between the two cases.
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B. Lake measurements

Polarization measurements were conducted at St Joseph Lake on Notre Dame’s
campus using dual polarized antennas for both transmit and receive.

Measurements were taken using three antenna configurations (see Figure 60, Figure
61, and Figure 62): monostatic pointed at the center of the lake, monostatic pointed
at some turb<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>